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Abstract

This thesis discusses the design of an automatic abstracting
system. Methods for selecting material to create an abstract and
a data structure which vermits effective manipulation of the data
are studied. Abstracts are produced solely by applying coherence
and contextual inferencé criteria in the selection and rejection
of sentences from the original document. Abstracts which are 10
to 20 percent the size of the original documents have been pro-

duced with the aid of a dictionary of approximately 700 entries.
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Statement of the Problem

The initial work in autcomatic abstracting made use of statistical
techniques; subsequent work in automatic abstracting led to the de-
velopment of positional, cue word, and editorial criteria for selecting
sentences for an abstract.

This thesis studies automatic abstracting techniques and their
limitations. Existing methods for producing abstracts are extended
and new approaches are suggested. The data structure and the com-—

puter programs used to test these methods are described.



INTRODUCTION

This paper discusses system design considerations that emerged
during the develcpment of computer programs to produce abstracts
from full text and articulafed indexes Trom abstracts or full text.

PURPOSE OF AUTOMATIC ABSIRACTING. Abstracts save time for the

literature searcher by indicating whether the original document is
relevant for a desired purpose or by providing the essential content
of the original document. Clearly, the form and content of the
abstract depends on its intended use.

Automatic abstracting (or automatic extracting) has as its goal
the production of a condensed form of an original document by a
computer; hopefully this will reduce the cost of producing rbstracts
and wiil mzke their availability more timely.‘ Automatic abstracting
is not limited to the selection of sentences as used by the author:
it also has the function of modifying the sentences selected to pro-
duce a coherent and informative document. The function of abstracts,
reviews of previous work in automatic abstracting, as well as detailed
definitions of the objectives of automatic abstracting have been well
documented by ¥yllys (11), Edmundson (4), and Salvador (9).

DEFINITION OF AN ABSTRACT. An abstract, by definition, should

be smaller than the original document; the content and length of an
abstract depends on its intended use and on the type of abstract
desired.

In this work an ahstract is defined as a subset of the original

© document. The abstract consists of sentences contained in the
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original document or of sentences derived from sentences in the orig—
inal document. Thus, the abstracts produced by the programs discussed
here consist of sentences selected from the original document, but
sore of the selected sentences are modified by remeoving certain of
their parts. No attempt has beén made to deline the length an abstract
should have. The abstract should include, though, the purpose of the
work, and the conclusions of the author. Opinions, references to
previous work, and subjective notions should be omitted because they
are of low information value.

PREVIOUS WORK IN AUTOMATIC ABSTRACTING. The approaches taken by

other workers in the preparation of automatic abstracts have been many
and varied. Only those which are relevant to the subject of this
thesis are presented here.

H. P. Luhn is given credit for firstrsuggesting the possibility
that a computer program could produce suitable abstracts (8). The
general technique suggested by Luhn was to identify the most signif-
icant sentences of' a document. Significance was to be judged by the
representativeness of the words in the sentence, and the relative
position of the representative words of a sentence.

Representativeness of the words was to be judged as follows:

a) function words such as pronouns, prepositions, etc., were considered
to have no value, D) the least frequent content words were not con-
sidered representative, c¢) content words with frequencies above the
least frequent words were considered representative.

The proximity of words of high representativeness was used to
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assign the sehtence a value; a predetermined numder of sentences with‘
the highest values were then printed in the order of appearance in the
original article. Luhn's approach is of importance because it has
been investigated by many oth~> workers.

The Bunker-Ramo Corporation (previously called Thomson—-Ramo-
Wooldridge, Inc.) has conducted extensive studies directed by H. P.
Edmundson on methods for producing automatic abstracts (2, 10). The
Bunker-Ramo scudies have shown that there is great potential in four
methods of sentence selection; these are called the Cue, Key, Title,
and Location methods.

The Cue method makes use of a list of words which are classified
as: Bonus words (those that have a positive value or welght i1 sen—
tence selection), Siigma words (nesative words), and Null words (those
Which are irrelevant toward sentence selection).

AThe Key method is baséd on the frequency of occurrence of words,
and is similar in approach to Lunn's study.

The Title method is based on a glossary of the wordé of the title
and subtitles (excluding null words); sentences containing words co-
occurring in the title are assigned a higher weight than words co-
occurring in a subtitle,

The Location methed is based on the hypothesis that certain
headings precede important passages ahd that topic sentences ocecur
early or late in a document or paragraph; this hypothesis was also
lent support by the observations of Baxendale in her studies of

indexing (1)..



Edmundson recently evaluated these methods (3) and the results
of his evaluation are in agreement with the results initially reported
(2). It twns out that the Cue, Title, and Location methods improve
the process of selecting sentences (individually or in combination),
but the Key method actually degrades the selection process.

Edmundson and wyllys (4) have suggested that frequency teciiriques
should be based on the information-theoretic notion that the inforimation
value of a word is inversely proportional to the relative frequency of
the word. This concept is diametrically opposed to Luhn's original
suggestion, but it has a more appealing theoretical foundation. The
implementation of this suggestion as it was postulated is relatively
difficult pecause it requires complete statistical knowlecge of all
woras in the lanzuage to be able to relate a word's relative frequency
in general use to its relative frequency ﬁithin a document.

Additional criteria, such as editorial clues, which can be used
in automatic abstracting have not yielded consistently good results
to warrant discussion here; for coverage of some aspects of these

criteria see references 4, 9, and 11.



SYSTEM REQUIREMENTS FOR AUTOMATIC ABSTRACTING

For efficient processing, a language processing program should
consider the largest independent item in its data base as its basic
unit. Thus, in autcmatic abstracting the basic unit is an original
article. Any approach which considers paragraphs or sentences as
basic units is inadeguate because there is interdependence between
these moieties and the remainder of an article: a program which
operates on interdependent units bears the burden of carrying infor-
mation from one unit to the next.

Any automatic language processing program must have at its dis-
posal the properties of the linguistic units, whether these be words,
phrases, or sentences. Such requirements génerally demendd access to

wiensive dictionaries during processing; dictionary look-up tends
to be a time-consuming operation which increases operating costs and
running time significantly.

Some of the methods that can be used in automatic abstracting
will be discussed in this section. Particular attention will be pald
to the demands of each method on the system, and this information will
be used in developing a general system design that complies with =1l
the demands in an efficient way.

METHODS OF SENTENCE SELECTION. It is necessary to analyze the

conditions under which the different methods of sentence selection are
successful in order to develop criteria for selecting sentences to
produce an abstract. Since an abstract can also be produced by re-

jecting sentences which are irrelevant, methods for rejecting sen-



fences also deserve intensive analysis.

THE TTTLE METHOD. The Title method has as a premise that the

author describes in as few words as possible the essence of his paper;
it can be assumed, then, that the words of the title are well chosen
and consequently of high significance. With the use of a dictionary
it is possible to eliminate most words and word combinations which
serve as the grammatical framework for expressing the concept con-
tained in the title (this aspect will be pursued further under the
Cue method (p. 11)). Once the "framework" words are resoved, the
information-carrying words of the title have been isolated.

In the process of sentence selection, the words of each sentence
should be matched againsi the information-carrying words of the title;
if any words match, the sentence becomes a candidate for selectlon‘
The possibility should also be considered that the topic of the title
(using words contained in the title) is likely to appear Irequently,
and if conciderable reduction is desired additional criteria should
be used before any sentence containing words co-ocrurring in the title
is accepted for inclusion in the abstract.

THE LOCATION METHOD. The Locaclon method is based on the physical

arrangement of the linguistic elements of an article. This ar-
rangement can be expressed in terms of two generalized descriptions:

1) the location of a sentence with respect to the limits of an article,
and 2) the location of the phrases or words with respect to the limits
of a sentence.

The location of a sentence with respect to the limits of an
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article is governed by the style of the author or the editor; general
writing guides provide advice about the placement of sentences within
an article and suggest, for example, the use of introductory or sum-
mary sentences at the beginning and at the end of paragraphs. Of
course, it is not possible to dictate in the matter of style and conse-
quently the location of a sentence does not convey an unequivocal
criterion for sentence selection or rejection.

The second description mentioned above 1s really a sentence de-—
scription; the location of phrases and words within the sentence is
subject to grammatical rules to which authors and editors adhere.

Even a partial syntactic analysis yields the basic sentence
structure; this.is possible because the basic sentence frameworks
are limited in number. Punctuation clues are also selpful in deter—
mining sentence types. A question mark at the end of a sentence may
indicate, for example, that the author is pondering about somesthing,
either because he does not know or as a way of introduction to his
discussion. In any case, a question encountered in text (in organized
text, that is) is likely to have been preceded by observabions which
precipitated the question and is likely to be followed by sentences
which will try to explain the question raised by the author. Tne
sentence that follows a question may well be something like:

"We will try to develop solutions to these gquestions in

the following pages.".

Contextual Inference. It should be noticed that the analysis of

4.2 a

guestion marks as alscussced above 1s concerned with contextual infer-



8
ences rather than with syntactic structure. Contextual inference is
the basic concept bshind sentence selection or rejection; it 1s on
the basis of an inference thalt sentences containing words co--occur-
rinz in the title are considered for selection; in the case of ques-

@

tions, inferences are necessary to decide whether any sentence is
to be rejected or selected for inclusion in the abstract.

It is advisable to reject questions [rom an abstract for tw
main reasons: 1) a question never provides related facts, and 2) if
a question is selected, then the context which makes the question
sensible also needs to be selected to preserve the coherence of the
produced abstract (context preservation will be discusseda further
under Intersentence Reflerauces (o. 17)).

Rejection Criteriz. Before considering other punctuation «lues

it is necessary to develop the implications of the reasons mentioned

4o

above for rejectinz a particular type of sentence. Information con-
tent, information dependencies, and economy of expression are all
involved. With these considerations in wmind it will be [fruitiul
decide vhat an apstract should contain and what 1t should not con-
tain.

An abstract should contain facts,

, the purpose of the paper and
the conclusion of the avthor; an abstract should not contain opinions,
references to previous work, questions, subjective notlons, eguations
tables, figures, references to equations, to flgures or to tables.

Depending on @h application of the abstract, it mizght also be possible

to exclude J"oorlm“q a.
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material which merely adds detall to the concept presented in the
original vaper. Specifying what an abstract should contain reguires
long lists of "desirable® concepts, whereas only a relatively short
list of frequently occurring terms of low information value is needed
to determine what should be omitted. Consequently, the process of
rejecting sentences is much easier than the process of selecting sai-
tences for an abstraét.

Punctuation. The location of words or phrases with respect to the
sentence provides a large amount of data for making contextual infer-
ences. A Vsentence" as discussed here refers to a string of words
terminated by a period, question mark, or a souicolon. The question
mark 1 tie semicolon have a rather unequiVocal use; the period,

nz.ever, is used in abbreviations, ellipses and nurbers as well as &

<t

the end of a sentence. These different usages need to be differen-
tiated to delimit sentences properly.

Commas, like periods, can have several uses. Commas occur in
numoers; they also separate items in series, parenthetical expressions,
and clauses. Numerdical and serial commas do not provide enough infor-—
mation by themselves to select or reject a sentence, but parenthe’ical
commas generally indicate the use of synonyms, contrasts or comparisons,
and dilabtory or stylistic expressions

Wnile parenthetical expressions might not suffice to reject a
sentence, tne parenthetical expressions themselves can certainly be
removed without affecting the total meaning of the sentence. Pafenm

thetical expressions should definitely be removed when they are dil-
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atory, stylistic, or when they contain a synonym, since 1in these cases
nothing is lost. Removing parenthetical expressions which contrast
or compare has the advantagze of reducinzg context dependencies; the
sentence:

"Our results, by contrast, show that X is blue."
can be successfully changed to:

"Our results show that X is blue.".
This second sentence conveys corract information regardless of what
was said before, but this is not true of the first sentence. Thus,
reduction of context dependencies produces more coherent abstracts.

Commas that separate clauses play a more vital role in sentence
selection or rejection than other comras because they delimlt the
leading clause Irom clauses wnich quallfly the leading clause. Keywords
which indicate the relationship of thé clauses are generally found
adjacent to the coummas that separafte clauses; these keywords can be
coordinating or subordinating conjunctions. DRegardless of the type
of keyword, second and subsequent clauses generally modify the first
clause. The first clause, then is essential for the meaning of the
senterce; 1T the first clause should be removed by the rejection cri-
teria, the remainder of the sentence should also be dropped since i1t
will not make sense otherwise. It is possible, on the other hand, to
remove clauses other than the first and still obtain a sensible result;
the sentence:

"The house was beautiful in the winter, but it was more com~

fortable in the swmertime."

is reasonaple when rewritten as:
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"The house was beautiful in the winter.".

Whether such transformations are used in the production of abstracts
depends on the type of abstract desired; the loss of information
produced by deletion needs to be evaluated against the brevity and
the quality of the abstracts obtained.

Within clauses further reduction can take place by removing pre-
positional phrases; the loss of information resulting needs to be
evaluated as above. Transforming the senternce:

"The house was beautisul in the winter."
to:

"The house was beautiful.”
expresses the original idea but without all its qualifications.

THE CUR METHOD. It was menticned earlier (p. 8) that opinions

and subjective notions should not be contéined in an abstract; with
fhe application of those criteria it should be possible to reject
the sentence:

"The house is booutiful.”
on the grounds that "peautiful' is a subjective notion. Cue words,
then, scem to have a more important role than location criteria in
the rejection of sentences.

The Cue method provides a ponerfﬁl approach to sentence selection
or rejection. It was mentioned earlier that it was possible to de-
cide what should be included in an abstract and what should be ex-
cluded; any words or combinations of words which are known to be used

in stating the purpose of a paper, for example, should be coded to
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possess a positive weight. "Our work", "This vaper”, etc., are
certainly expressions which meet these criteria, but so is "This theme
paper". It is necessary, then, to permit partial matches to allow for
varied input while maintaining a limited list of cue words and ex-
pressions. A partial match occurs when one or more words intervene
between any two words of an expre:sion.

Opinions, references to figures, and other items which should not
be included in abstracts can be identified by cue words such as "ob-
vious", "believe", "Fig.", "Figure 1", "Table IV", etc.

The weight of cue words can also depend on thelr position in a
sentence; a sencence starting with "A" or "Some" is more likely to
present detalled descriptions than a sentence which contains either
of tnese words in a rore central location or the sentence, bezcause
these words appearing st the beginning of the sentence have a strong
quantitative function.

Cue words may also identify parenthetical expressions, ldiomatic
expressilons, and cliches; cue words may also carry syntactic roles in
cases where there is no ambiguity. The combination of all These prop-
erties makes it easier to determine algorithmically whether a sentence
or phrase should be removed or retained.

LN

Analysis of Sentence Welgnhts., After weights have been assigned

to the words of a sentence with the help of prozrams and dictlionaries,
1t is necessary to decide whether that sentence is to become part of
the abstract. Three alternatives exist:

1) evaluate the weight of the sentence by adding the welghts of
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the poéitive and negative words,

2) impose a hierarchy in which the weights for the words should

be considered, or

3) a combination of 1 and 2.
The third alternative gives the best reéults because it is the most
flexible. The first bas.the disadvantage of being blind to the wata;
if the sentence should contain the expressions "our work'" and "un-
important", the sentence weight might be neutral and a significant
sentence might be missed. The second alternative is too rigid and
it might cause a sentence to be selected on the basis of a particular
word combination even though there might also be several words with
negative weights. Combining the hierarchy and weight methcods yields
flexicle rules which form a hierarchy of qualified sclection or
rejection rules. An example of a rule in such a hierarchy might be:
"If a cue word or expression of high value occurs in a sentence, se-
Ject the sentence unless 1t also contains more than two low-value or
more than four quantitative cue words.". This rule might very well
precede a weaker selection rule or a rejection rule.

FREQUENCY CRITERTA (THE KEY METHOD). 1In the Introduction it was

mentioned that the Key method of sentence selection, as suggested by
Luhn, actually degraded the quality of the abstracts produced (2, 3).
On the other hand, the technique suggested by Edmundson and Wyllis (4)
‘of using information theory criferia would be difficult to implement
because of the large volume of statistical information required.

Information theory criteria can be easily introduced into a
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framework fbr abstracting like the one we have been discussing with
successful results. It is necessary, however, to impose some limi-
tations on how and at what point in the process of sentence selection
or rejection the statistical criteria are applied. To illustrate this
point let us consider three senﬁences:

1) "The detrimental nature of albinism has been well

established."

2) "Albinism occurs at different frequencies in human

populations.”

3) "This paper discusses albinism caused by recessive

autosomal genetic traits.”

Sentence 1 1s a likely candidate for rejection on the basis of
the cue expression "well established"; sentence 2 does not have any
cue words or expressions for selecting it or for rejecting it. Sen-
tence 3 contains the cue expression "this paper'" which makes it a
candidate for selection. On the basis of cue words alone sentences
2 and 3 would be selected. Sentence 3 is chosen because of its posi-
tive value and 2 because there is no baslis for rejecting it.

nie expression "well established", which implies popular knowl-
edge, makes sentence 1 a candidate for rejection regardless of the
frequency with which the word "albinism" occurs in the paper being
abstracted. The same is not true for sentence 2; if the word "al-
binism" is a high-freguency word, it may be possible to reject sen-
tence 2 on frequency considerations. This approach still requires

the word "albinism" to exist in a dictionary that specifies its fre-
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quency of occurrence in natural language in order to have a basis for
comparison. These considerations make it evident that cue words nec-
essarily override frequency criteria, but it is also possible, in
circumstances where the cue words have less than perfect reliability
(e.g. homonymy), for freqguency criteria to mcdify the weight of the
cue “0ords.

In the discussion of cue words the necessity of allowing partial
matches was mentioned; this introduces an amount of uncertainty into
the selection or rejection of sentences which can be reduced by intro-
ducing frequency considerations. The cue expression "this paper" would
match against "this filter paper", "this wrapping paper" and other
expressions which have nothing to say about the contents of the doc-
unent being abstracted. Frequency criteria can be introduced as fol-
lows: if any cue expression exceeds a given frequency threshold, then
its value should be reduced. This means that if the cue expression
has a positive weight 1t should become less positive, and it it has
a negative weight it should become less negative. With these
guidelines it should be possible to produce abstracts of papers in
which cue words are used in unusual ways. The thresholds at which
the weight transitions should take place need to be determined, but
statistical data is needed only for the cue expressions contained in
the dictionary, rather than for the whole language.

Certain cues of negative value can not be handled as stated above.
References to figures and graphs are examples of this. A reference

to a figure is meaningless when there are no figures in the abstract.
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In the case where frequency criteria indiéate a large nurber of
references to items which are not to be carried in an abstract, such
as graphic material, the abstracting algorithms should remove such
referehces and include concluding sentences such as: "Graphic ma-
terial is presented."

EDITORIAL CLUES. Editorial criteria such as italics, capitall-

zation, and section Headings provide useful clues: Capital letters
indicate proper names, the beginning of sentences, and acronyms;
section headings indicate the topic of the next paragraphs; italics
are used for foreign language quotations, names of bacteria, etc.
The use of italics is not as standardized as is the use of capital
letters; thus, italics are less useful to an algorithm than the clues
provided by capital letters.

If editorial clues are to be used in abstracting, these clues
must be incorporated into the machine representation of the data;
unfortunately, if the data representation differs, the machine will
consider capitalized words different from the same words in lower case
letters. The solution to this problem is to include such features
separated from the data and have the data in a common representation,
all-lower case, for example. Every word or expression would then have
a series of properties which describe it; typical properties would be:

1) location of the word within the machine,

2) length of the word,

3) type of print and capitalization attributes of the word,

lf) syntactic role of the word,
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5) weight of the word with respect to abstracting,
6) context dependency properties,
7) alphabetic rank in the document, and
8) relative frequency of the word in the document.

INTERSENTENCE REFERENCES. Intersentence references give much

information about the logical relsti nships within,the text material,
but they require involved treatment if a coherent abstract is to be
produced. In an earlier discussion (p. 10) it was pointed out that

if more than one clause exists in a sentence then the first clause is
indispensable to the meaning of the sentence, i.e., it carries more
informétion thuo subsequent clauses. Generally the first clause will
also contain intersentence references if there are any. If there are
words which require antecedents in the secord and subsequént r£Lauses
they generally refer to the first clause. Some cue words that indicate
intersentence references are: '"these", "they", "it", and "above".

When these words have multiple uses, additional criteria are required
for determining if there is intersentence reference. The expression
"It is known that ... " does not refer to a previous sentence, but

"It was spimnning slowly" refers tc 2 previously naméd object. Noticing
patterns in the use of words such as "it" makes possible the use of
these words to detect intersentence references. The following rule,
for example, contends with many exceptions in the use of the word "it":
"It" in the first or only clause indicates intersentence reference
unless it is follwed closely by "that".

A word like "above" confronts us with a different challenge-—-one
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of enumeration.

"The use of water was mentioned above."
and

"Water evaporates rapidly above 80 degfees centigrade."
are two sentences which make use of different meanings of the word
"above". By enumerating those cases that we are interested in, we can
determine intersentence references. Thus,»the cue expressions "pre-
sented above", '"mentioned above", and "stated above' would detect
intersentence references.

We conclude, then, that cue words to determine intersentence
references can be made to represent rules ("it ... that", for example),
or they can enumerate the items of interest.

There are intersentence references that do not make use of any cue
words; instead, they use the name of the éntecedent rather than a pro-
noun. Consider the sentences:

"Substance X and substance Y form solutions in ammonia.

The solutions crc blue."
Intersentence references such as these can be detected in a manner
similar to the Title method of sentence selection. If any non-func-
tion words co-occur in adjacent sentences they are likely to be closely
related.

The processes of sentence selection and rejection must take into
consideration the coherence of the abstract. Suppose that a sentence
that requires an antecedent is to be included in an abstract; it is

necessary to check if the previous sentence has been removed and to
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reinstate it if necessary. If the restored sentence also requires an
antecedent the procedure must be repeated. It can be decided that
if many sentences would be reinstated because of the required ante-
cedents of one sentence, then it is not worthwhile keeping that one
sentence.

It is important also to consider semantic interrelationships
wnen there are intersentence references. Suppose that a sentence that
requires an antecedent does not have any positive or any negative
welghts. We can decide that if the previous sentence was deleted
because of a negative weight then this sentence should also be re-
moved, but if the previous sentence was selected then the sentence
under consideration should also be selected. When a sentence that
requirés an antecedent nas a negative weight it can be removed without
affecting the coherence of the abstract.

"EXTENSION OF AUTOMATIC ABSTRACTING METHODS TO OTHER LANGUAGES.

As indicsted on page 16, all the material which needs to be used for
preparing an abstract can be contained in the prcicorties which de-
scribe the words. A program which produces abstracts by referring
to the properties of the words rather than the words themselves,
produces the same results whether the words are French, Spanish, or
English. Differences in processing the different languages would
be regquired only when the grammar of the languages is markedly dif-
ferent; English, Spanish, and other romance languages have prepo-
sitional structure; they also have similar punctuation conventions,

etc. Differences such as location of adjectives with respect to the
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nouns is not important since these features are not used in sentence
éelection; they may become important if prepositional phrases are to
Vbe removed, though. The cue word dictionary can be the source of
syntactic, semantic, and frequency information. Thus, just a single
paés against the dictionary is needed to supply the data-dependent
information. An internal sorting program can be used to supply alpha-
betic rank keys to be used for matching against the dictionary, and
syntactic programs can supply information on the type of periceds, com-
mas, and phrases encountered in the document. It can be seen, then,
that the syntactic programs complement the information supplied by the
dictionary. Once all this data has been amassed, phrase and sentence
selection can proceed without referring to the text again except for
printiﬁg the selecter material.

LIMITATIONS OF AUTOMATIC ABSTRACTING. Sentence and vocabulary

énalysis are two problems encountered in automatic abstracting for
which man; solutions have been formulated by workers in conputational
linguistics. Many of these solutions are not particularly suited to
automatic abstracting, but the knowledge is already available; all
that is needed is to adapt that knowledge to a particular application.
Thus, sentence and vocabulary analysis are not permaneﬁt limitations
in automatic abstracting.

The organization and style of an article, as well as its content,
impose limitations for which suitable solutions are not yet available.
The organization of an original articie is important because the sen-

tences selected for the abstract are generally placed in the order in
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which they oceur in the original. This need not be so; earlier, we
considered introducing sentences which represent particular character-
istics of an original such as "Graphic material is presented.".
Similarly, elimination or proper manipulation of intersentence refer-
ences might yield coherent abstracts. Actual reorganization of the
sentences sélected for the abstract might prove beneficial only oc-
casionally; machine impiementation of text reorganization may be
quite difficult and perhaps impractical because of its limited ap-
plication.

Tgchnical reports are principally expository in style; automatic
abstracting is generally directed to process this style. Other styles
present problems which are not so readily tractable. It is not
expected that dialogues, poetry, or literary works would need in be
abstracted since they are more suited for critical or interpretative
reviews; they are clearly outside the domain of automatic abstracting.

Artirles with imbedded languages such as mathematics or foreign
languages are hard to deal with. Such articles can not be abstracted
readily without a knowledge of the semantics of the languages involved
and without a way to distinguish tuem. If a mathematical formula,
for example, contained the letter "A" as a varlable symbol, the ab-
stracting program would need to distinguish it from the article "A"
to be able to properly define intersentence references and syntactic
structures. PFurthermore, the program would have to have sufficient
information to decide whether an equation should be selected for the

abstract or not., It is not clear at this point that any of the se-
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lection clues mentioned above would be suitable for such an undertaking,
but certainly much more information will be needed in the selection

process. Editorial clues are likely to be of great help in this area.
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PROGRANM REQUIREMENTS

Automatic language processing involves manipulation of variable
length strings (words) which possess syntactic and semantic attributes.
An automatic language processing system must solve the problems of
organizing the data and defining the program interaction. The
organization of the data should be such that the strings of the
language and their attributes are made readily available to the pro-
grams, and i1f should be flexible enough to permit reorganization of
the data. The program interaction should be minimized by restricting
communication through a common interface; this allows programs to be
changed or improved independently of the rest of the system.

Automatic abstracting has data manipulation requirements which
allow the use of a specialized data organization with great effective-
ness. This section discusses the data organization requirements and
the program interactions of automatic abstracting.

The ideas presented here have been implemented on the IBM 1620
and IBM 360 computers.

DATA ORGANIZATION. In automatic abstracting it is necessary to

be able to identify words and expressions and to attach to them
attributes derived by programs or obtained from dictionaries. The

way in which the data is to be manipulated is a very important con- °
sideration in defining the data organization. Some of the manipulations
include matching words against dictionaries to identify multi-word
expressions, matching words against other words in the article, de-

letion of words, and scanning for word attributes to the right or to
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the left of any given word.

Two data structures satisfy these requirements: Iists and tables.

LISTS. A simple list consists of a pointer to the data and a
pointer to the next element in the list. It is easy to add or to
delete elements by manipulating the pointers of the list, but they
have some notable di;adﬁantages. With a simple list it is not pos-
sible to scan backward, since the pointers point to the next item
only. A symmetric list, on the other hand, has a pointer to the
data, a pointer to the preceding element and a third pointer to the
next element in the list; this type of list can be scanned backward.

A member of a list can be accessed only by starting at the first
menber of the list (or also at the last member of a symnretric list)
and follocwing the pointers until the member is found; Zor this reason
strategies to reduce search time can not 58 employed.

Lists require a large amount of storage. A simple 1list requires
two pointers for every word of data, and 2 symmetric list requires
three pointers; these pointers and the programs to manipulate them.
can require up to three times the amount of storage required by the
data.

TABLES. Tables consist of a set of arguments each of which is
associated with a unique key. The key may be explicit or implied.
Information is retrieved from a table by locating the desired key and
obtaining the arguments corresponding to the key; the arguments may
be updated in a similar manner. |

Tables can store information in a form well suited for retrieval,
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although their structure tends to be rigid. Ordere& tables consisting
of entries that are all equal in length can be scanned forward or
backward and techniques such as binary searches and address calculation,
as well as sequential searches, can be performed to minimize search
time. Ordered tables have the disadvantage that additions require
moving many entries to make room for the new entry. Another way of
adding an entry to an ordered table is to tag the entry which would
precede it and add a pointer to the new entry. This solution has
many of the disadvantages of lists. In unordered tables new entries
can be added at any available location, but only sequential searching
or hashing techniques can be used for retrieving information.

Tables of fixed length entries are generally represented by
vectors within a computer. A vector is a/set of elements which are
physically adjacent in the computer memory. A vector is defined by
its base address, element size, and its length.

Data Structure for Automatic Abstracting. The data structure

for the implementation described herein incorporates some features
of lists (pointers to the data) and some features of tables (storage
of word attributes). Three constituents comprise the data structure;
they are:
1) A workarea, vhere the text is stored throughout processing.
2) An attribute veector, which contains pointers to each word
of the text, attribuﬁes such as 1ength, and semantic and
syntactic attributes for the corresponding words. Textual

properties such as capitalization could also be incorporated
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in the attribute vector. The nth element of the attribute
vector corresponds to the nth word of the text in the work-
area.

3) An alphabetic vector, which defines the alphabetic rank of
the words of the text. The nth element of the alphabetic
vector contains the number of the attribute vector elewmenc
which correéponds to the nth word in alphabetic sequence.
The alphabetic vector permits matching against a dictionary
without reorganizing the data.

The attribute and alphabetic vectors are conbined to form a
table; it is possible to re-use the space of tne alphabetic vector
aftter all alphabetic processing has taken piace, hence combining the
Veilors results.in space savings. Figure 1 shows the constituents
of the data structure. Notice, for instance, that the first element
of the alphabetic vector in Figure 1 points to the sixth element of
the attribute vector. The sixth attribute vector element, in turn,
corresponds to the first word in alphabetic sequence.

Logical Operations Possible. The workarea and table structure

described above have properties which are suitable for automatic
abstracting and for text searching. MNatching words against a diction-
ary in alphabetic sequence can be done by referring to the alphabetic
vector; the arguments of a match can be stored in the attribute vector.
Information may also be entered into the attribute vector at the time
at which the vector is constructed to identify punctuation, textual,

~and editorial properties of the data. The table can be scamned backward
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or forward to facilitate processing.

Deletion of words can be effected by introducing "deletion" at-
tributes to permit temporary or permanent deletion of words. Deleted
entries are ignored by all the programs of the system. It is desirable
to have both permanent and temporary deletion attributes tc¢ simplify
some of the processing programs.

Substitution of words simply requires updating the length and
address in the appropriate table entry; the words themselves are not
moved.

Insertions can not be conveniently made in the table structure;
it is possible, however, to substitute a multl word expression for
a single word to achieve the effect of an insertion. When this is done,
the cet of attributes in the table entry applies to the group of words,
rather than to the words individually. However, the difficulty of
inserting words presents no problem in automatic abstracting since
this procedure is not likely to be used to any great extent.

The table provides fast access to the data in the workarea; this
is a useful property not only for automatic abstracting, but also for
text searching. For text searching, it is better to have the dis-
placements of words from the beginning of the workarea in the table,
rather than thelr machine addresses; this permits relocation of the
data in the machine memory. If it is necessary to find a particular
word in the workarea, a binary search or an address calculation pro-
cedure may be used to obtain this information. In either case, an

element of the alphabetic vector must be located to obtain the address
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portion from the corresponding attribute vector element. On the basis
of the comparison of the words it can be determined whether it is neces-
sary to advance or to go back along the alphabetic vecﬁor.

In summary, the data is stored in the workarea in its original
order and is made directly accessible by means of the table. This
data structure serves as the interface through which all of the programs
of the system interact.

PROGRAM INTERACTION. In a system with many programs, all of

which operate on the same data, it is desirable to coordinate the
program interaction through a common interface to allow individual
programs to be modified or improved without affecting the whole sys-—
tem. The data structure for autcrnatic abstracting described above
contains all the information that any program of the system requires.
Each program operates by modifying the data structure or by referring
to the table. Every program, then, has access to the result of all
programs whiéh were executed before it; this allows any program to
override or modify the results of previous programs. The only param-
eters which a program needs to perform its particular function are:

1) The address of the workarea,

2) The address of the table, and

3) The number of entries in the table.

The programs described in this section make use of subroutines
which locate information or modify attributes in the table. The
parameters of the subroutines generally are two table addresses plus

information which depends on the function of the subroutine. The
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two table addresses delimit the portion of the data structure on which
the subroutine is to operate.

SYSTEM IMPLEMENTATION. The automatic abstracting system was

originally programmed for an IBM 1620 computer (model I) with a ca-
pacity of 20,000 stcrage positiéns. The peripheral devices used
were a card reader/card punch, and the console typewriter. The pro-
grams were written in IBM 1620 Symbolic Programming System (5); they
required an overlay structure in this machine. The programs were
subsequently converted fo.' an IB 360 model 75. The conversion re-—
quired changes in the storage allocation for the data structure to
make efficient use of the binary data representation of the IBM 360.
A table entry of the data structure can be stored in 8‘bytes in the
IBY 360; an equivalent table entry requires 20 storage positions in
the IBM 1620. The programs for the IBM 360 were written in assembler
ianguage (6, 7). Although the IBM 360 has a more powerful instruction
set than the IBM 1620, the total number of instructions of the pro-
grams was not reduced hecauze the IBM 360 does not use indirect ad-
dressing.

ine programs written for the IBM 360 eliminated deficiencies
which existed in some of the programs for the IBM 1620. = Also, the
new programs take advantage of the data management functions of the
operating system.

Figure 2 illustrates the program interaction; the functions of the
programs and subroutines are outlined below (the logic of these pro-

grams is explained under ALGORITHVS, p. 34):
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Program name
CARDDISK

MAIN

SORT

FREQ

WORDCTRL

SEMANTIC

PRINT1

32
Description

Creates a dictionary from a card file.
Reads an original article and constructs a table entry
for every word and punctuation mark. Punctuation at-
tributes are stofed in the table at the time it is
constructed. The program MAIN also coordinates the
execution of all other programs.
Sorts the words of the article using the members of
the alphabecoic vector as keys. Table entries with
punctuation attributes are ignored during the sorting
procedure.
Lists the words of the original article and their
number of occurrences; the printed output is used to
manually study the statistical properties of the data.
This program is not used in producing abstracts.
Enters the information contained in the dictlonary
created by CARDDISK into the attribute vector of
matching entries. Multi-word entries are matched
before single word entries. Some attributes are
altered depending on the number of occurrences of the
dictionary entry in the original article (Frequency
Criteria, p. 39).
Incorporates all the rules for producing an abstract
from the original.

Prints the original or the abstract.
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Subroutine name

-~ CHECKROL

CHKROLEF

DELETE

RESTCRE

CHCOMA

PERIOD

RELEVANT

33

. Creates an articulated index of the original article

or of the abstract.

Description

Scans forward (left to right) along a section of the

~table to locate the avtributes specified; it locates

the first table entry which contains the desired at-
tributes.

Has the same functions as CHECKROL, but the scan pro-
ceeds backward.

riaces deletion attributes in entfies of the table
delimited by two addresses.

Nullifies deletion attributes in a section of unc tacle.
delimited by two addresses.

Classifies the non-numeric commas of a sentence as
parenthetical, serial, or clause comas.

Identifies sentences. It scans the table until it
locates a punctuation attribute of semicolon, or an
attribute of period -iiich is not part of an abbre-
viation. This subroutine also indicates when the
complete article has been scamned.

Determines relevance of sentences to the title and

intersentence references where cue words are not used.

- This subroutine compares the words corresponding to

table entries which have no attributes; an attribute
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“indicating relevance is inserted in the table entries
of words that match.

ALGORITHMS. This section explains the logic of the programs that
comprise the heart of the automatic abstracting system. CHCOMA is the
only subroutine that will be discussed here becausz the other sub-
routines have very simple functiors. The programs of the preseht Sys—
tem can be improved by modifying the logic or altering their design;
appropriate modifications will be discussed with each particular pro-
gram. The program that produces the articulated index lLas been described
by Salvador (9) and will not be discussed here. (Only the programs
for the IBM 360 will be discussed because they are more general than
the programs for the IBM 1620.)

CARDDISK. The CARCDISK program creates a dictionary on a airect
access device from a card file. It is neéessary to read the dictionary
6nce‘for each original article to be abstracted, however, a dictionary
of small cize could be stored in the machine memory, thus reducing
processing time.

The dictlonary presently contains about 700 entries averaging
approximately 10 characters per entry (see Appendix). This dictionary
has allowed production of abstracts which were 10 to 20 percent the
size of the original article. Because of the significant reductions
achieved with this dictionary, it is anticipated that it will not
increase markedly in size; thus, it would be possible to store the
dictionary in. the machine memory and a considerable gain in speed would

result.
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MA;Q,‘ This program reads the original article from punched cards
into a workarea. All characters of the IBM 029 keypunch are accepted
(Figure 3). The first non-abbreviation period followed by a blank
indicates the end of the title. If there is a bibllographic reference,
it is enclosed in pound signs at input and immediately follows the
title. Bibliographiq iﬁformation, if present, is disregarded ir. ab-
stracting but is retained for the abstract. An options card, iden-
tified by dollar signs in the first two colums, indicates tre end of
the article. This card also contains asterisks which indicate the
output options desired for the article. The options presently available
are:

1) Print the words in the document and their frequencies.

2) Print the original document.

3) Print an index of the original.

4) Print the abstract.

5) Print an index of the abstract.

The MAIN program creates the data structure for the abstracting
algorithm. MAIN creates a table entry for every alphanumeric string
delimited by blanks or by special characters; a table entry is also
made for every special character with the following exceptions:

A hyphen is considered a special character only when it is pre-
ceded and followed by alphabetic characters or blanks. This allows
generation of a single table entry for strings such as -175 and

1-bromo-2-naphthol. A string such as multi-valued, however, generates

. three table entries.
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Commas, periods, right parentheses, and tﬁe right caret ("greater
than" sign) are required to have a blank to their right to be considered
special characters. The left parenthesis and the left caret ('less
than" éign) are reguired to have a blank to their left. Numeric commas
and periods are not followed by blanks, hence are considered part of
the numeric character string. The restriction imposed on the pacei-~
theses and carets apblies to some technical writing styles.
MAIN stores the following information in the table:
1) Length and address of the word or special character.
2) Semantic and syntactic attributes of special characters
(defined as the binary value of ihe character).

A sequential nunber in the alphabetic vector element

|8}
~

(starting from zero for the first entry in the table).
The table entries constructed by MAIN occupy 8 bytes. Each table

entry can contain the information listed below.

Byte of Contents

Table entry

1 Length of the word or special
character

2 to 4 Address of the word or of the
special character

5 Semantic attribute

6 Syntactic attribute

7 to 8 An alphabetic vector element is

stored here during alphabetic
processing. After all alphabetic
processing is completed, the
deletion attributes are stored here.
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If the MAIN program were expanded to accept upper and lower case
characters, it would be necessary to store data in a common storage
mode (e.g., lower case), and include capitalization attributes in
appropriate Table entries.

Once the progmﬁn MAIN has created the Table, it coordinates the
execution of other programs according to the options specified in the
options card.

SORT. The sorting method used for the IBM 360 is an improved
linear selection with exchange key sort method. The method takes
advantage of the fact that all words are at least one character long,
and that in a large number of the comparisons it is possible to de-
termine the sorting sequence by comparing first characters. Thus,
oqu when the first characters are equal is it necessary to obtain
the lengths to make a complete comparison.

The keys used by this program are the alphabetic vector elements
of the Table. Entries with special character attributes are ignored
during sortiﬁg. The_alphabetic vector after sorting is illustrated
in Figure 1; notice that the nth alphabetic vector element contains
the number of the table entry which corresponds to the nth word in
alphabetic rank.

WORDCTRL:. ‘The WORDCIRL program reads the dictionary and assigns
the attributes found there to the terms of the article that match
those of the dictionary. Freguency criteria alter the attributes
stored in the Table, and a hierarchy is used for assigning the attri-

butes to multi-word terms that have words in common. In order to
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apply frequency criteria and to match against multiple~word entries
it is necessary during processing to go back to alphabetic entries
that have already been passed; the Table structure makes this a rel-
atively easy task.

The dictionary read by WORDCTRL is in alphabetic sequence by

the first or only word of the term; multi-word terms, however, precede
single word terms.

Frequency criteria. Frequency criteria are presently applied by

the WORDCTRL program in a very rigid manner; specific frequency thresh-
olds and specific attribute conversions are used for each term depending
on the attributes of the dictionary entry. It would, however, be
possible to specify the frequency threshold and the alterrative attri-
butes to be used for each dictionary entry.

When a dictionary match is found, a dummy atfribute is inserted
into the Table.. The dictionary entry continues to be compared against
the words of the article (by using the alphabetic vector) until the
words of the article are higher in sequence than the dictionary entry,
or the end of the article is reached. At this point the number of
matches is used to compute whether the attributes of the dictionary
entry are to be modified. If the number of words in the article is
under 500, the actual number of matches is used in the computation; if
the number of words in the article exceeds 500 then the number of
matches per thousand words of the article is used.

" Words with positive attributes ére given less positive values if

the number of matches per thousand exceeds four; words with negative
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attributes are made less negative if the number of matches per thousand
exceeds seven. This evaluation scheme favors the decrease of positive
‘values, and thus, it leans in the direction of smaller abstracts.

When the new attributes are determined, they replace the dumny attri-
butes stored in the Table earlier.

Multi-word entries. Maftching a ainst multi-word entries proceeds

as follows: When the first word of a dictionary entry matches a word
in the article, a pointer (KK1) is loaded with the address of the
current alphabetic vector element. The word that follows the matching
word is then compared against the second word of the dictionary entry;
if the‘words are equal the process is repeated until all the words of
the dictionary term have been compared. It should be noticed that the
alpbsbhetic vector element is used in locating, the first wofd aly s
subsequent conmparisons refer to adjacent Table entries. When all the
words of multi-word terms match, the Table entry of the first word
carries the attributes found in the dictionary (unless modified by
frequency criteria) and the succeeding Table entries are assigned
continuation attributes. Partial matches are allowed by permitting
up to three table entries, none of which have punctuation attributes,
to intervene between words of multi-word dictionary entries. For
example, the dictionary entry THIS PAPER would match the words THIS

THEME PAPER as well as the unqualified expression.

Dictionary entries are compared against the words of the article
by using the alphabetic vector until the words of the article are

higher in sequence or exhausted; after the dictionary entry is processed,
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the next dictionary entry is read. The first word of the new dictionary
entry may be equal to the first word of the previous dictionary entry,;
this makes it necessary to start comparing against the article at the
point indicated by the pointer KX1.

Hierarchy of attributes. It is necessary to have a hierarchy for

introducing attributes into the table when multi-word terms overlap.
If the first words of the dictionary terms are identical, the hierarchy
is built into the dictionary by ordering the terms according to the
number of words they contain, the terms with most words coming first.
Ordering the dictionary in this way allows the longest and most re-
strictive terms to match first.
When the overlapping words are not the first words of the term,
the program must impose rules ol precedence. Syntactic attributes,
for instance, are overlaid by the attributes of succeeding terms so
that the last term that matches dictates the syntactic attributes.
Semantic attributes, by contrast, do not override previously assigned
semantic attributes, although they will overlay continuation attributes.
CHCOMA. CHCOMA is used by the SEMANTIC program to permit
proce.sing of the clauses of a sentence. This subroutine classifies
the commas of a sentence into categories which are recognized by the
SEMANTIC program. The output of the CHCOMA subroutine is aimed at
the specific requirements of the SEMANTIC program. The SEMANTIC pro-
gram is concerned with three types of commas: serial, parenthetical,
and clause commas. Serial commas are generally skipped, parenthetical

commas delimit portions of a sentence which are to be deleted, and
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clause commés identify the smallest coherent unitsvof a sentence.

The algorithm used by CHCOMA is not fool-proof, but it contends
with a large number of cases. The IBM 1620 algorithm processed one
comma at a time; the algorithm used in the IBM 360 examines a com-
plete sentence. The latter approach makes all the relevant information
available to the algorithm and better results are obtained.

CHCOMA examines the syntactic and semantic atfributes in the table
and returns to the semantic program a list of pointers; each pointer
identifies the table location of a comma and its type. If there are
no comas, the list is empty. The following criteria are used by the
subroutine CHCOMA:

1) If the comma is immediately followed by a conjunction and
the previous ccmma (if any) was serial then this comua is
serial.

2) If the comma is immediately preceded by a semantic attri-
bute for parenthetical expressions, the comma is paren-
thetical; the previous comma (if any) is categorized as
serial regardless of its previous categorization.

3) If the comma is followed by a pronoun, the comma 1s a clause
comma.

4) If the comma is followed by "TO" or a verb, the comma is
parenthetical and the previous comma is categorized as
serial; however, if the comma is the first comma of the
sentgnce, it is considered serial.

5) If none of the above conditions have been met, six table
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entries following the present comma, or as many table enfries
as remain in the sentence are examined for the attributes con-
Junction, comma, verb, and preposition (excluding "OF"). The
relative positions of these attributes determine the type of
the comma.
Sa) If none of the above attributes is found in the table entries
following the comms, the comma is a clause comma.
5b) If a coma or conjunction is found, but no verb or preposition,
the comma is serial.
5¢) If a verb or preposition is found, but no comma or conjunction,
the comma is a clause comma.
5d) If either a preposition or verb occurs before a conjunction
or couma in the section of tie table examined, the coums is
a clause comma.
5e) If either a conjunction or comma occurs before a preposition
or a verb, the comma is serial.
SEMANTIC. In the early stages of the design of these programs
it was realized that a computer program provided a very rigid framework
for irplementing the sentence selection rules of automatic abstracting.
This prompted us to separate, as much as possible, the ssntence se-
lection procedure from the words of the language. Thus, the dictlonary
was designed to contain the semantic and the syntactic attributes of
the words, and the abstracting program was designed to operate sdlely
on the attributes of the words. Of course, since such attributes can

not be wnambiguously assigned by a simple matching procedure, pfograms
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such as CHCOMA and WORDCTIRL supplement the information obtained from
the dictionary. Separating the abstracting algorithm from the words
of the language has two principal advantages:

1) The algorithm may be apblied to more than one natural lan-

guage by using different dictionaries.

2) Abstracts with different orientations can be produced by

manipulating the attributes of the dictionary terms.

The second point makes it very easy to study the impact of differ-
entnclassification schemes for terms, without having to resort to pro-
gram modifications. If the abstracting program 1s flexible enough to
allow a large number of loglcal operations, the main problem in the
production of abstracts becomes %the classification of the dictionary
terms.

The ahstracting program described hefe consists of a hierarchy of
élternating positive and negative selection rules. Each selection
rule may raference one or more semantic or syntactic attributes and
may affect whole sentences or parts of sentences. Alternation of
selection and rejection criteria allows the first rule which applies
to any sentence or part of a sentence to determine whether the item
under consideration is to be removed or retained.

The Dictionary. Dictionary terms contain two attributes: 1)

a syntactic attribute, and 2) a semantic attribute.
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The syntactic attributes have the following codes and meanings:

Syntactic code

A

S A ¢

n v O O "W o=

W

|

Meaning

Article
Conjunction
Deleted word
Null word

Continuation of a previoué
syntactic attribute

Pronoun

Preposition

Exclusively assigned to "OF"
Exclusively assigned to "TO"
Exclusively assigned to "AS!

Subject heading (used by the INDEX
program)

Verb
Auxiliary verb

Exclusively assigned to "IS", "ARE",
"WAS", and "WERE"

Negative

Notice that some syntactic attributes are assigned to specific

words or groups of words which play specilal grammatical roles; this

allows proper operation of the programs that handle syntactic infor-

mation.
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The semantic attributes have the following codes and meanings:

Semantic code Meaning

A Assigned to very negative terms; those
which do not belong in an abstract
(e.g., obvious, interesting)

B Parenthetical expressions, terms of low
information content, or terms which are
associated with items of low information
content (e.g., however)

C Used for words which require an
antecedent (e.g., this, these)

D Deleted word (e.g., very)

&3]

Used for quantifiers (e.g., many, more)

Null (assigned to abbreviations)

Q=

Assigned by the program to indicate
relevance between sentences or relsvance
to the title.

H Terms which introduce modifying
phrases (e.g., whose)

I Used for very positive terms; those
which almost unequivocally are related
to something of importance (e.g., our
work) _

J Continuation of a previous semantic
code

K Assigned to terms which are related
to items of high information content
(e.g., important)

L Introductory qualifiers (e.g., once, a)

The Abstracting Algorithm. The abstracting algorithm is presented

as a series of rules written in the formn of PL/1-1ike statements when

made necessary by the complexity of the logic. If a rule does not
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apply, the next rule in the hierarchy is applied. It should be kept
in mind thaf when the SEMANTIC program is executed, the WORDCTIRL pro-
gram has already assigned attributes to terms which match against the
.dictionary.

The first three rules are applied only when beginning the
processing of the article,

RULE 1: Scan to the first non-abtreviation period; assume this to be
the end of the title.

RULE 2: The bibliographic reference, if any, is enclosed within pound
signs and immediately follows the title; it is skipped if it 1s pres-
ent.

RULE 3: The title is matched against the complete article using the
RELEVANT subroutine. This introduces the semantic attribute G into
table entries of words which haye no attributes and which match a
word of the title.

‘A1l the following rules are applied to every sentence of the
article (= sentence is obtained by using the PERIOD subroutine).
RULE 4: The semantic attribute I indicates importance. £ sentence
which contains an I attribute is retained if it meets coherence
criteria. The rule is the followiiig:

if (non-negative I in sentence) EEEEE
remove parenthetical expressions;

/% the coherence criteria comprise the next set of if
statements #*/

if (C in first clause) then”



- if (previous sentence gone) ’ Egggz
/* dimportant sentence that requires an antecedent and the
previous sentence is gone ¥/
restore up to 3 sentences;
if (verb iﬁ sentence)  then
sentence stays;
. else
delete sentence and those
restored;
else?
/% important sentence that requires an antecedent and the
previous sentence stayed ¥/
if (verb in sentence)  then
set.tence stays;
! else
delete sehtence;
else”

/¥ dmportant sentence that does not require an antecedent ¥/
| if (verb in sentence) then
sentence stays;
else
delete sentence;
else’;
Notes:
a) The superscfipts identify corresponding alternatives.
b) A "non-negative I" is defined as a table entry which contains

a semantic attribute of I and is preceded by two table entries neither
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of which has a syntactic attribute of Z. Thus, the expression "pre-
sented here" is non-negative, whereas "not presented here" is neg-
ative.

c) A "parenthetical expression" consists of the table entries
delimited by paired table entries with punctuation attributes of left
parenthesis and right parenthesis. A "parenthetical expression" also
consists of the table entries between a serial comma or the beginning
of the sentence and a parenthetical comma as determined by the sub-
routine CHCOMA. CHCOMA also identifies the first clause, if there
is more than one.

d) If a sentence requires an antecedent, the preceding sentence
is restituted if it had been previously deleted; this procedure is
' repeatéd until a sentence which does not require an antecedent ic
found. If more than three sentences need to be restituted, the pres-
ént sentence is deleted and no restitution takes place. This proce-
dure is nc.er applied to the first sentence of the article.

e) A verb is considered to be in a sentence if the Syntactic
attributes V, W, or X can be found in the sentence.

RULE 5: The semantic attribute A identifies items which are undesira-
‘ble in an abstract; if an A occurs in a sentence the sentence will
be removed, and previous sentences may also be removed 1f they are
"weak" sentences.
if (non-negative A in sentence) ggggi
.. remove parenthetical expressions;

if (C in first clause) then2
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if (previous sentence gone) : then

undesirable sentence that requires an antecedent and
the previous sentence is gone ¥/

delete sentence;
glse3

undesirable sentence that requires an antecedent and
the previous sentence stayed */

if (previous sentence was weak)  then

delete this sentence and
previous sentence;

else

delete this sentence;

else®

undesifable sentence that does not require an antecedent ¥/
delete sentence;

elsel;

Notes:

a)

A sentence is considered "weak" in this rule if it does not

have a semantic attribute of I or K.

RULE 6:
deleted.
abstract.
RULE 7:

strongly

Sentences containing question marks and equal signs are

This prevents equations and questions from appearing in the

The semantic attribute K indicates importance, but not as

as the attribute L.

if (non-negative K in sentence) then®

if (3 or more B's in sentence) then

delete sentence; else;
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else’
/¥ moderately impcrtant sentence ¥/
remove parenthetical expressions;

apply coherence criteria as in RULE 4;

gggg_g; If there is no I, A, K, question mark, or equal sign in the
sentence, remove parenthetical expressions.

RULE 9: If there is a semantic attribute of B in the first clause,
thg sentence is deleted. Since this rule applies after parenthetical
expressions have been logically deleted, only the parts of the first
clause that remain are examined.

RULE 10: The semantic atiributes E and T. indicate quantitative or
qualitative data; if these attri:utes occur early in the first clause,
they may indiqate detailed information not suited for the abstract.

if (E or L occur as the first or second word 1
of the first clause) then

/% the coherence criteria requiring a strong antecedent
comprise the next set of if statements ¥/

if (C in first clause) then®

if (previous sentence gone) then3

/¥ detailed information that requires an antecedent
and the previous sentence is gone ¥/

delete sentence;

‘else3
/¥ detailed information that requires an antecedent
and the previous sentence stayed ¥/
if (previous sentence was l

strong) then
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if (verb in sentence) then
sentence stays;

else

delete sentence;

else

delete sentence;
else2
/¥ detailed information that does not require an antecedent ¥/

delete sentence;
1

else ;

Notes:

a) A sentence is "strung" If it has a table entry with a
semantic attribute o1 1.
RULE 11: The semantic attribute G indicates relevance to the title.
if there is a G in the sentence, coherence criteria are applied as
in RULE 4.
RULE 12: Quantitative information, i.e.. the semcntic attribute E,
occurring-after the first two words in the clause is subject to the
céherence criteria requiring a strong antecedent as used in RULE 10.
Notice that if the attribute E occurs in the first two words of the
first clause (RULE 10) it overrides relevance to the title, whereas
if it occurs later in the first clause, relevance to the title has'
precedence.
RULE 13: The present sentence 1s matched against the previous sen-

tence by using the RELEVANT subroutine. RELEVANT introduces the
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semantic attribute G into table entries of words which have no attri-
rbutes and which co-occur in both sentences. It should be noted that
since relevance to the title has been handled in RULE 11, any G's
encountered in this rule arise solely from words that co-occur in the

present and the previous senternces.

if (G in sentence) EDEEE
ig'(previous sentence gone) then
delete sentence; ‘ else;

elsel;

RULE 13 applies when there are no semantic keywords which pro-
vvide a sound basis for deleting the sentence or for allowing it to
remain. Words co-occurring in adjacent sentences make it reasonable
to assﬁme that the previous senteﬁce is necessary for coherence; thus,
the sentence is deleted if the previous sentence has been deleted.

RULE 14: This is a coherence rule similar to RULE 13.

if (C in first clause) EEEQE
if (previous sentence gone) then |
delete sentence; else;
else’;

RULE 15: Modifying phrases introduced by words which have the
semantic attribute H are generally removed.
if (H in first clause) then™
if (H is first word of sentence) then
.. delete sentence;

else
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delete from H to end of first ciause;
else’;

The following rules apply to clauses other than the first; the
rules refer to some of the semantic attributes used above but they
affect the clauses rather than the whole sentence.

RULE 16:
if (no more clauses in sentence) ‘ Then™
ig (verb in sentence) then
sentence stays;
else
delete sentence;
else”
get next clause;
RULE 17: If the semantic attributes E or L occur as the first or
second word of the clause, the clause is deleted.
RULE 18: If the semantic attribute B occurs in the clause, the
clause is deleted.
RULE 19: If the semantic attribute H occurs in the clause, deletion

occurs from the location of the H to the end of the clause.
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CONCLUSIONS

The abstracts obtained by application of the algorithms presented
here are of sufficiently good quality to indicate that large-scale
testing of the methods of the automatic abstracting system is warranted.
Our results to date indicate that abstracts can be produced automati-
cally at costs comparable to thos= manually broduced, although economic
feasibility can only be ascertained through large-scale testing.

On a test scale we have obtained 80 to 90 percent reduction of
text without using the leﬁgth of the abstract as a criterion in the
abstracting algorithm and without changing the dicticnary. The small
size of the dicuionary (700 entries) is due, in a large part, to the
fact that it is possible to reject sentences by referring to a small
list of frequently occurring words, whereas selection of senuences
requires a long list of "desirable" words.

.The IBM 360 programs require approximately 15,000 bytes of stor-
age. The data structure has been assigned a storage capacity suffi-
cient to process articles of over 5,000 words; 40,000 bytes are used
to store the text and 60,000 bytes are used for the table. The
SEMANTIC program is designed for ezse of modification, rather than
for speed; the cost of abstracting, however, is less than half a cent
per word input.

It is expected that in a large-scale system the data structure
will consfitute a by-product which can be used in text searching and
in the production of indexes. The input costs could be significantly

reduced by using machine-readable text available from computarized
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typesetting operations. Investigations along these lines are currently

being carried out.
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- APPENDIX
Only the listings of the programs CHCOMA, MAIN, SEMANTIC, and
FWORDCTRL are presented here; listings of the other programs have been

presented by Salvador (9).

Sample Computer Produced Absiract p. 59
Dictionary p. 60

Program Listings

CHCOMA p. 73
MAIN p. 76
SEMANTIC p. 82
WORDCTRL, p. 94
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MOSQUITOES FEEDING ON INSECT LARVAE. #P. HARRIS, D. F. RIORDAN, D.

COOKE. SCIENCE VOL. 164, NO. 3876, APR 11, 1969# OUR RESULTS SHOW
THAT IN THE LABORATORY SOME MOSQUITOES FEED ON INSECT LARVAE AND
PRODUCE VIABLE EGGS AS A RESULT; THEY ARE ATTRACTED TO THE LARVAE
AND EVIDENTLY RECOGNIZE THEM AS HOSTS. LABORATORY--PROPAGATED AEDES
AEGYPTT AND CULEX TARSALIS WERE KEPT IN CAGES, 22 BY 22 BY 37 CM, »T
26 DEGREES C, 65% RELATIVE HUMIDITY, AND A 14-HOUR PHOTOPERIOD. THE
LIVING INVERTEBRATES WERE PLACED IN THE CAGE WITH THE MOSQUITOES, AND
THE CODDLED INSECTS WERE TIED TO THE CAGE WALLS. WHEN CODDLED CELERIO
EUPHORBIAE WERE EXPOSED FOUR AT A TIME FOR 1 HOUR, SIX, THREE, ONE,
AND ZERO AEDES AEGYPTI FED WHEN THE AVERAGE LAAVAL WEIGHTS WERE 0.69,
0.16, 0.04, AND 0.03 G OR LESS, RESPECTIVELY. IN SEROLOGICAL SURVEYS
The CUT GONI‘EN‘I“S OF WILD-CAUGHT MOSQUITOES ARE TESTED ONLY IF DARK
OR RED, AND THEN ONLY AGAINST VERTEBRATE ANTISERUMS. IN OPEN
WINDSWEPT REGIONS, MOSQUITOES SHELTER IN CLUMPS OF DENSE VEGETATION
WHERE THEY ARE CLOSE TO FEEDING LARVAE; THUS THE MOSQUITOES DO NOT
NECESSARILY HAVE TO COVER DISTANCES GREATER THAN THOSE IN OUR

EXPERTMENTS TO FIND LARVAE.



A NUMBER OF #B
A POINT QF%F%p
AL %A

ABLE*A

ABOUT %B%P
ABOVE*C
ACCORDING#*A
ACCORDINGLY#*B
ACKNOWLEDGE*A
ACTUAL% #D
ACTUALLY#*A
ADDIT IONAL*E
ADVANTAGES*A
AFTER%B %P
AGATN%B

AGO*A
AGREEMENT %A
ALL*E
ALLOWING*B

AL SO*E
ALTERNATELY#L
ALTERNATIVE#*A
ALTERNATIVEL Y <L
ALTERNATEVES*A
ALTHOUGH*B
ALWAYS*A

ANE %A

AND*L %C

ANNUAL CONVENT ION%F%F
ANNUAL REVIEW®F%F
ANOTHER *E
ANY#E%D
APPEAR*B
APPEARS™ A
APPRECTATION*A
APPROACHE S* %
ARE A NUMBER%A
ARE BEING* #W
ARE® %X

AREA%B

AS A RESULT OF#H
AS AS*A

AS WELL AS%8
AS® %R
ASPECT*A
ASSIGNED* *V
ASSIGNMENT % F%F
ASSUMEXL
ASSUMED*A
ASSUMESHA
ASSUMING* *V
ASSUMPTION*A
AT LEAST*R



AT PRESENT*A
AT# %P
ATTEMPT*A
ATTEMPTED*A
ATTEMPTS%A
AVATLABRLE*A

B o*F%F

BAD*A

BASED® =&V

BE%x %W
BECAME%XB%*V
BECAUSE*B
BECOME*B%Y
BECOMES*B®V
BEEN MADE#*A
BEFORE%B*P
BELIEVE*AXY
BELOW*L *P
BETWEEN® %P
BEYOND OF %A
BINDING ENERGY*
BOTH*xH
BOTTOM®E
BOUND* %V

BUT ALSO%Fx*F
BUT *R#*C

BY MEANS OF %H
BY CONTRAST*B
BY DIFFERENT=*R
BY WHICHX*B*P
BY% %P

C %F*%F

CAN BE%A

CAN OCCtin%pxy
CAN% %Y
CASES*A
CAUSESk %V
CHART %A
CLEARLY=*A
COMMENTS*B
COMPRISESH:ARY
CONCEPT* *D
CONCERNED*BxY
CONSEQUENCE%H
CONSEQUENT=H
CONSEQUENTLY*H%D
CONSIDER*A%Y
CONSIDERABLE%xA
CONSIDERABLY%A
CONSIDERATION*A
CONSIDERATIONS%*A
CONSTSTENCY*A
CONSTSTENT*A
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CONTINUED% %V
CONLING* %S
COULD*A
COWORKERS %A
CRUCTAL%A
CRUDE*R
CURIOSITY%A
CURINUSLY*A
CURRENT®B*D
CURRENTLY*A
CURVE%B

D JXF*F

DEF INE%x %V
DEF INED%: %V
DEF INES* %V
DEGREEXE
DEPEND%* %V
DEPENDS#% *V
DEPICT%BxY
DESCRIBED%A
DESTRABLEX%A
DESIRABLE*A
DESTROY S* %V
DETATLS*A
DIAGRAM*A
DISAGREEMENT*B
DTSCUSSED®A
DISSOCTATION ENER3JY& %S
DN* *W

DNES* *W
DONOR%F *F
DOURT*A
DOUBTFUL*A
DR  *F%FE
DRASTIC*A
DRAWING*A
DUE TO *H
DURING*L

E « G .%B

E J%F%F

E.GC %R
EACH*E
EARLIER %A
EARLY*A
EASTLYX®A
EFFECTIVEX %D
EFFORTXA
EFFORTS*A
EITHER%B
ELECTRON SPIN RESONANCE#* *§
ELSEFWHERE %4
ENOUGH*B
ENUMERATED%A



EQS «*A
EQUATICN*A
EQUATIONS*A
EQUIVALENT*E
ESPECTALLY*L
ESSENTIAL*A
ESSENTI AL S*A
ESTIMATES*A
ET AL .*A

ET . AL %A
ETAL .*A

ETC J%F%F
EVEN™?,
EVENTUALLY*B
EVERYONE*8
EVIDENTX*A
EXAMPLE*A
EXAMPLES*A
EXCEPT*H
EXCESSIVE*A
EXCITON* %S
EXHIBIT*® *V
EXISTX %V
EXPECT*A
EXPECTATION®A
EXPECTATIONS*A
EXPRESSED AS*kL
F «%F*F
FACT®A
FACTS*A
FAMILIAR*A
FEASIBILTITY*A
FEATUREXA
FEEL® =V
FELT*B
FEWXE*D

FIG J.%A
FIGURE*A
FINITE*E
FIRSV%C
FLOWS* %V
FOLLOWING*B
FOR EXAMPLE®R
FOR THAT REASON%C
FOR WHICH#*Z%P
FOR% *p
FORTUNATELY*A
FRAMEWORK® %D
FREQUENT*E
FROM TO*B*P
FROM* %P
FUNCTION* %D
FURTHER*E



FURTHERMORE*RB
FUZZY*B

G o*F%xF

GAIN* *V
GENERAL* *D
GENERALIZATION*3
GENERALIZATIONS*B
GIVEN ABQOVE¥*A
GIVEN BELOW®A
GIVENXL XY

GN0OD*B

GRANT#*A
GRATITUDE=*A
GROSS*E

H o*F*F

HAD BEEN* %Y

HAS BEEN%* %W

HAS PROVED*A*V
HAS PROVEN=A*XYV
HAS* %W

HAVE BEEN CHARACTERIZED*A

HAVE BEEN PROPOSED#*A
HAVE BEEN* *W
HAVE OBSERVED*A%*V
HBVE® %W

HE*C*N

HENCE*C

HERE*B

HIS* *N
HITHERTO*A
HOPED=*E

HOW*B
HOWEVER*B |

I . E .%B

T o*F%F

I* %N

I.E «*%B

T.E.%B

IDENT IFY®: %V
1F*E
TLLUSTRATE#*A
TLLUSTRATED*AXY
TLLUSTRATION*A
IMPDRTANT®K
ITMPOSSYBLEX*A

IN THE LAST ANALYSIS*A

IN EACH CASE*B

IN ORDER TO*B

IN PRESENT STUDY*1
TN MANY CASES*E

IN ORDER TO%H

IN OTHER WORNDS*H
IN PARTICULAR%B
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IN PRINCIPLE%A
IN TERMS OF#A
IN THAT CASEXC%P
IN THE CASEXE
IN THE NEXT=A
IN VIEW OF%A
IN ADDITION%B
IN CONTRAST*B
IN FACT*B

IN GENERAL*A
IN% %P
INACCURATE*A
INADEQUATEL Y%A
INC LUDED*B%V
INCLUDE S*A
INCREASESH: %
INDEEDXA
INDEX% %D
INDICATEX *V
INFORMATION TRANFER% *S
INITTALLY*E
INSTEAD*A
INTEREST%K
INTERESTING*A
INTERESTINGLY*A
INTERPRETED*A
INTO%* %P .
INTRODUC T IDi*
INVARTABLY*A
IS BEING* *W
IS GIVEN%A

IS% %X

IT WAS FIRST#*B
IT THAT®F*F

IT TOXF%F

I T*C%N

TTEM®A

TTEMS*A
ITS%C%N

J JETEE

K o %F%F

KNOW* A
KNOWLEDGE %4,
KNOVINHA %Y

L o EF%F

LAST FEW YEARS*A
LAST*E

LATER*A

LESS*E

LET US*A
LIKE®A

L IKEL THOOD*A
LIKEL Y%A
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LIMITED®A%Y
LITTLE*E.
LOOK*A*V

M o EF%F
MANGANE SE# #S
MANY*E
MATTERS*B
MAY#A %Y
MAYBE*A
MIGHT*A %MW
MODEL ¥ *D

MORE AND MORE*A
MORE THAN*A
MORE *E
MOREOVER %B%D
MOST CASES*A
MOSTHE
MOTIVE*A
MOTIVES*A
MUSTH*A%W

MY KN

N o*F%F
NAMELY*B
NETTHER* *7
NEUTRAL* #D
NEVER® *7
NE JERTHELESS*B
NEX1 SECTION#A
NEXT SECTIONS*A
NO ACCURATE*A
NO ATTEMPT#B
NO* *7

NOR* %7

NOT ALWAYS*B
NOT BEEN#A

NOT CLEAR%B
NOT IMPORTANT*A
NOT ONLY*F*F
NOT*L %7
NOTED*A*
NOTEWORTHY %K
NOW*B
NOWADAYS*B

0 .*F%F
OBSCURE*A
OBVIOUS*A
OBVIOUSLY*A

OF ARQUT*H

OF COURSE*A
OF% *Q

OFFER% %V

OF TEN*E

ON THE OTHFR HAND*B



ON WHICH#B%P
ON* %P

ONCE*L

ONE CAN%A

ONE OF%8

ONE*E

ONLY*E

QP INTON*A
DR#&H%

OTHER*FE
OTHERS*E

OUR RESULTS*T
OUR WORK*T
OUR%K*%N

OVER* %P
OVERT*R

P XF%F
PARAGRAPH%A
PARTICULAR%A
PAST*A

PER CENT*A
PERHAPS*A
PERMITTING*
PLACE® %V
PLACED%: *V
POINT*R
POTNTED QUT*A
POSSIBILITES*A
POSSIBILITY*A
POSSIBLY*A
POTENTIALITY*A
POTENTIALLY*A
PRECISELY*A
PRELIMINARY%
PRESENT DAYxA
PRESENT PAPER*I
PRESENT SENTENCEX]
PRESENT YEARXA
PRESENT*B%V
PRESENTED HERE#*I
PRESENTED*A%V
PRESENTS* *
PREVIQUS*A
PREVIOUSLY*A
PRIMARI LY*B
PROBABLY*A
PROBLEMS*B
PROCESS% *D
PROGRESS*A
PROGRESSING*E
PROPOSED*A
PROVIDE* *V
PUBLISHED®AXY
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PURPOSEXK

0 *¥FxF
QUANTUM MECHANTICS* %S
QUESTION*A
QUESTIONABLE*A
QUESTIONED®*AXY
QUITEXA

R & %F*F
RATHER*A
REASONS*B
RECENT*A
RECENTLY*A

REF . %A
REFERENCE*A
REFERENCES*A
REFER TO*8B
REFERS T0O%*B
REFS o*A
REGARD*8
REGARDLESS*B
REPORTED HEREX]
REPORTED*A%XY
REPORTS* %V
RESEMBLEX* *V
RESPONDX* %V
RESPONSE TO THIS*B
RETURNING#*L
REVIEW*A
REVIEWED*AXY
REVIEWS*A%*V
ROUGHLY *A
RUDIMENTARY*D
S o¥FxF

SATD%A

SAME*3B
SCARCELY*A
SCHEME=®A

SECT .*A
SECTTION 1xa
SECTION 2%*A
SECTION 3%A
SECTION A=A
SECTION B*A
SECTICN T*A
SECTION TT%*A
SECTION TTT*A
SECTION*A

SEE* *
SEEMS*A%RV
SEGMENT %8
SEMICONDUCTOR=® *§
SEQUEL*A
SERVES* *V



SET* *D

SETS® *D
SEVERALXE
SHALL*A

SHE* %N
SHOUL D& A%W
SHOW% %V
SHOWN*A%V
SHOWS % *V
SIGNIFICANT*A
SIMILARA
STMILARLY*A
SIMPLE* %D
SINCE*B

SO THAT*B
SOLVE* #v
SOME*E
SOMETIMES*B
SPECIFIES® %V
SPECTROMETER#* *S
SPITE*B
STTLL%B
SUBJECTIVE*A
SUBSEQUENT#*B
SUCCESS#*A
SUCCINCT*D
SUSIEKC
SUFFERSGH *V
SUGGE $T*A%Y
SUGGE STED*A%Y
SUPERCONDUCTOR% *§
SUPPLIED BY*A
SUPPOSE*ARY
SUPPOST TION*A
SURELY*A
SURPRISE*A
SURVE Y*A

T JHF%F

TAB %A
TABLE*A
TAKE®L*V
THANK*A%V
THANK S# A%V
THAT IS#*B
THAT® %N

THE ABOVE*A
THE EXCEPTION#*H
THE REST#*B
THE SAME#A
THE YEAR%B
THE* %A
THETR#C%N
THEM% %N
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THEME PAPER¥F*F
THEORETICAL® *D
THEORY*F*F
THERE YS*L
THEREFORE*C
THESE*C %N
THEY*C%N
THING*8B
THINKINGH*L
THIS ARTICLEX]
THIS MEANS*A
THIS NOTEX*I
THIS PAPERX]
THIS WORK*I
THIS YEAR*A
THIS*C*N
THOSE*C*%N
THOUGH*H
THOUGHT*A%V
THROUGH* %P
THUS FAR*A
THUS*B

TO THAT END*C*P
TO WHICH#*B*P
TO% *Q
TODAY=*A
Tr3CTHER WITH*H
TOPVE

TOPIC#*A
TOPICS*A
TOTAL*E
TOWARDS* *P
TRUE#*B

TYPE®A

TYPES*A
TYPICAL %A

U . S *F%F

U «*F*F

UNC OMMON*A
UNDER* *P
UNDERSTAND= A%V
UNTMPORTANT *A
UNLTKE*B
UNLTIKELY=A
UNUSUAL *A
UNUSUALLY*A

UP TO NOW*A
US* %N
USING*L*V
USUAL*A
USUALLY*A

V «*FXF
VAGUE*A
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VALUABLE#*K
VARIOUS*A
VERY*E
VIEW*A
VIEWED® %V
W JkFXF
WASH %X

WE ARE*A

WE SHALL ATTEMPT*I
WE WILL ATTEMPTXI
WEHK%N
WELL-DEFINED*A
WERE#® %X
WHAT*B
WHEN#B
WHERE AS*H
WHERE #H

WHE THER %A
WHICH%H%N
WHO%*H %N
WHOMAHAN
WHO SE%H*%N
WHY A
WIDELY%B
WILL*E%W
WIRES*® %S
WESHEA

WITH WHICH%B
WITH% %P
WITHIN® *P
WORTHWHT LE%K
WORTHY*K
WOULD BE*EX
WOULD* *7

X o%*F%F

Y JKFx%F
YEARS %A
YET*A

YOU% %N

1 JX*F*F

1 .*C

1%F %F
1968%F%F
1969%F%F
1970%FxF

2 o%C

2%F%F

3 .%C

3HFRF

4 o *C

LR RFE

5 o*%C

5%F*F
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M*mm
M*mm
SO
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CHCOMA

SAVEAREA
RO
R1
R2
R3
R4
RS
R6
RY
RS
RO
R10
R11
R12
R13
R14
R15

CSECT

“STM

BALR
USING
ST
LA
ST
LR
B
ns
EQU
EQU
EQU
EQU
£QU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
£Qu
EQU
EQU
LM
L

L

LA

COMMA

NEXT

ouT

FOUND

MVI
cL1Y
BE
LA
CR
BNH
MVI
L

RETURN

ST

_BCY

SER

NORM
INCR

CHECK

B
MVI
B
MVI
MvC
LA
B
CLI
BNE
CLI
BNE
MV1

14,12,12(13)
R10,0

*¥4R10

R134SAVEAREA+S
R2 ¢SAVEAREA
R24+8(R13)
R13,R2
SAVEAREA+T2
18F

QO~NOINPHWN-=O

15
R74R940(R1}
R740(RT}
R8,0(R8)
R6,49
PREV,X*'00"
S(R7),C*,"
FOUND
R7,8(R7)
R7,4R8
COMMA
0(RG)4X'00°
R13,SAVEAREA+4
(14,12)
RT740(R9)
R6,CHECK
nouY
0(R9),X"02?
INCR
0(R9),X'01"
PREV,0(R9)
R9,4(R9)
NEXT
13(R7),C*C?
XX
PREV,X*02°
NORM
0(R9}),X*02"
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B INCR

XX LR P2,R7
XX1 S R2,=F18"
~ CLI  4(R2),C'J"
BE XX 1
CLI  4(R2),C'B!
BNE  PRNN
MVI  O(R9),X'03"
c R6,=F181
BE INCR
: B PARN1
PRNN CLT  13(R7),C'N?
BE NORM
CLT  13(RT),CtQ"
BE PARN
CLT  13(R7),C'V?
BE PARN
CLI  13(R7),Cry"
BE PARN
CLI  13(R7),C'X?
BNE  CALL
P ARN c R6,=F18"
BE SER
MVI  O(R9),X'03"
PARNI CLT  PREV,X'02!
‘ BE. INCR
LR R2,RO
S R2,=Ft4"
MVI  O(R2),X'02"
B INCR
CALL LA R2,61(R7)
LA R3,5(R8)
CR R2,R3
BL cAl
ST R3,CHEND
B CA2
CAl ST R2 4 CHEND
CA2 MVC  ROLES(2),=C*'C,"*
LA R1,13(R7)
ST R1,CHBEG

MVI AJA,X*'00"
- CALL CHECKROL,(CHBEG,CHEND, ROLES)
CLI ROLES,X*00"

BE CA3

8] AJA,X104"

MvC LAST(4) 4CHBEG
CA3 LA R14132(RT)

ST R1,CHBEG

MVC ROLES(6),4=C*VUXPOR?

CALL CHECKROL,{CHBEG,CHEND,ROLES)
cLt ROLES,X'00?

8E CA4

01 AJA,X'08!



CAs4

CA5

AJA
PREV
LAST
CHBEG
CHEND
ROLES

cLC
BL
B
DC
DS
DS
DS
DS
DS
DC
END

R14R1
Rl1,4AJA
CAS(R1)
NORM

SER

NORM
CHBEG, LAST
NORM

SER

C*CONSTANTS!

XL1
cL1

F

-

F
3FtQr
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MATIN

SAVEAREA
RO
R1
R2
R3
R4
RS
R6
RT
RS
R9
R10
R11
R12
R13
R14
R1E

10SIZE
TBSTZE

"START
NADA

FL1

FLUSH

LO0P10
Lo2

CSECT

STM
BALR
USING
ST
LA
ST
LR
B
DS
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
OPEN
EQU
EQU
L
GET
CLC
BE
MVC
LA
c
BL
PUT
MVC
MVC
PUT
GET
cLc
BE
B
MVC
BCTR
cLI
BNE
ST
L
MV1

-ENTRY PRINTER

14,12,12(13)

R10,0

*4R10

R134SAVEAREA+S
R2,SAVEAREA
R2,8(R13)

R13,4R2

SAVEARTA-T2
18F

O~ WNM=O

(CARDs L INPUT ), PRINTER, (QUTPUT) )
4000C '
60000

RS, =A( I0AREA)

CAPRD

0(2,R1),=C"$4"?
LOOP10O
0(80,R5),0(R1}
R5,80(RS)

RS, =A{ IOAREA+IQSIZE)
NADA

PRINTER,CHAN1
LINE,BLANKS
LINE(42),=C'ICAREA
PRINTER,CC

CARD

0(2,4R1),=C*4$8%"

- START

FLUSH
OPTIONS(78),2(R1)
R5,40
O0(R5),Ct.?

Lo2

R5,ENDPERGD
R33=A{I0AREA+IOSIZE)
0(R3),X*00"
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Lto0oP11

LtooprP12
LO3PLS

LO0OP14

CHAR1

PHONY

HYPHEN

RIGHT

RIGHTBLK

CR1

CALL

BNL
TRT
BC
LA

LR
TRT
BC
LA

CLY
BNE

TRT
BC
CR
BNE

CLY
BE
c11
RE
cLI
BNE
LR
BCTR
CLI
BE
cLY
BL
CLI
BH
CLI
BE
CLI
BL
cL1
BH

BE
STM
TRT
LM
BC
CR
BE

MOVE, (IOAREA+TIOSIZE+1,I0AREA+IQSIZE, LEN)
RS,=A(TDAREA) 1
R6,=A(IOAREA+IOSTZE)
R14R1

R11,=F'Q!
R6,=A(TOAREA+IOSTZE+TBSIZE)
FL1
0(2564R5) 4 TRTBLANK
6,L00P12

RS 3256 (R5)
LOGP11 '

RS, R1

0(2564R5), TRTTBL
6,L00P14
R54256( R5)
LOOP13
O(RL),Ct ¢

CHAR1

STWD
0(1,4R1),CHAR

6y PHONY

R54R1

STWDCH

SEQCHAR
O(RL)4CE(?
LEFTBLK
O(R1),Ct<e
LEFTBLK
0(R1),Ct-*
RIGHTBLK

R3,R1

R3,0

0(R3),C' ¢

RIGHT

D(R3),C*A"
FORGET
0(R3),C*Z?
FORGET

2(R3),C* ¢

CR1

2(R3),C'AY
FORGET
2(R3),C'2"
FORGET

CR1

R1, ENDPEROD

CR1

R1,4R2,DBL
1(1,R1),TRTTSL
R1,R2,DBL
8,FORGET

R5,R1

SEQCHAR



LEFTELK

FORGET

STWOCH

SEQCHAR

STWD

SORT

B STWDCH 78

LR R3,R1

BCTR R3,0

cLI 0(R3),C* ¢
BE SEQCHAR

LA R151(R1)

TRT 0(2564R1),TRTTBL
BC 6,L00P14

LA R1,256(R1)

B FORGET

ST R1+8(R6}

MVI B(R6)4X¥O01"

STC R2,+13{R6)

STC R2412(R6)

STH R11,6(R6)

LA R11,1(R11)
STH R11,14(R6)
R R3,R1
SR R3,RS

ST R540(R6)
STC R3,0(R6)

C R1,ENDPEROD
BNL SORT

LA R1,1(R1)

LR R5+R1

LA R64,16(RE)
LA R11,1(R11}
8 LCOP1}

STH R11,6(R6}
ST R5,0(R6)

MVI 0{(R6),X'01"
STC R235(R6)
STC R2+4(R6)

C R5 4 ENDPERGD
BNL SORTY

LA R5414{R5)

LA R648(R5)

LA R11,1(R11}
8 LooP1l

LR R3,R1

SR R3,4R5

ST RS54 0(R6)
STC R3,0(R6)
STH ~ R11,46(R6})

LA R1+1(R1)
LR R5,R1

LA R648(R6)
LA R11,1(R11}
B LOOP11

PRINT NOGEN

ST R11,ULTIMA

CALL SORT,{I0ARFA+INSIZE,ULTIMA)
CLI OPTIONS 4C* ¢



np2

cP3

SEO

SEl

oP4

0P5

FIN
E0J

BNE
CALL
CLI
RNE
LA
ST
MvC
CALL
CALL
L
MVI
SR
MVC
C
BNL
cL1t
BNE
TS
BZ

L

L

LA
LA
SR
CH
BH
LR
SH
MvVC
MvC
LA
LA

B
CLY
BNE
MVI
CALL
CLt
BNE
CALL
CALL
LA
ST
MVC
CALL
CLl
BNE
MVI
CALL
B :
ABEND
CLOSE
L

opP2

mnmo.ﬁmo>xnp+H:mHNm ULT IMA)
NPTIONS+14CY %

0P3

R1, IOAREA

R1,DATA

DATA+4(4), ENDPERQD

PRINT1, (DATA)

WORDCTRL, (TOAREA+IOSIZE,ULTIMA)
R74=A(TOAREA+TQSIZE)
FIRST,X100"

R64R6

mvaNiﬂNl\v uHX_IN-O-

R64,ULTIMA

SE1

S{(RT),Ct.?

SED

FIRST

SEO

R3,0(R7)

R4, 8(RT)

R3,0(R3)

R44,0(R4%)

R4 4R3

R4, =H' 2

SEO

R3,R7

R3,=H'8"

4(24R3),=C'FF*

4{(24RT) 4=CtJJ*

R748(R7)

R6,1(R6])

SE

OPTIONS+2,C" %t

NP4

TMN, X'00"

INDEXy { IOAREA+IOSTIZEL,ULT IMA, IND)
OPTINNS+3,C' %!

FIN

SEMANTIC,{ IDARFEA+INSTIZE,ULTIMA)
SHRINK, (IOAREA+IOSIZE,ULTIMA,ENDPEROD)
R1,I0AREA .
R1,DATA

DATA+4(4), ENDPEROD

PRINT1, (DATA)

OPTIONS+4,CY %t

FIN

IND,X'01"

INDEXy (IOAREA+IOSIZE,ULT IMA, IND)
START

7,DUMP

(CARD, 4 PRINTER)

R13,SAVEAREA+4
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TRTTBL

TRTBLANK

CHAR

PRINTER

CHAN1
ccC
LINE
BLANKS
CARD

FIRST
IND

LEN
OPYIONS
DBL
ULTIMA
ENDPERQD
DATA
FORMAT

DDCARD

IOAREA

RETURN (14412)

DC
ORG
DC
ORG
ne
ORG
DC
ORG
DC
ORG
DC
ORG
DC
NRG
DC
ORG
DC
ORG
DC
ORG
DC
oRG
DC
ORG
DC
ORG
DC
ORG
DC
0RG
DCBR
DC
DC
DS
DC
DCB
neC
DS
DS
DC
DS
DS
DS
ns
DS
ne
DC
De
DC
LTCRG
ns
DS

256X100°
TRTTBL4CY ¢

CI ]
TRYTBL+C ¢
TALY (%—TRYTBL)
TRTTBL+C!
8AL1(*~TRTTBL)
TRTTBL4+C',
SALL(%* TRTTRL)
TRTTBL+C ;"
6AL1 (%—TRTTBL)

256AL1 ( %~TRTBLANK)
TRTBLANK

X FF

TRTBLANK+C*

X100*

256X'00"
CHAR+C* .
3ALL(*-CHAR)
CHAR+C (!
cr(e
CHARSC Y ¢
C'...'
CHAR+C?Y s!
(:‘7 ]
CHAR4C >
cr>t

DDNAME=PRINTER,DSORG=PS s MACRF=( PM)

Xxrgpe
Xro9¢
cL132
cL132' ¢

80

DDNAME=CARD, DSORG=PS,EODAD=EQJ,MACRF=(GL)

CT'CONSTANTS

XL1

XL1

F159999

cL78

D

F

F

2F -
C ' JXOGXLDDE31!
C*TRILALOLDOXL®
C*1LS31XAL"
C'OLFVL 30X"

ey
40000CL1



DS

END

60000CL1
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MACRQO
ELAREL . DELY G&A,E&B

ELABEL L. R1,464
LA R1,0(R1)
ST R1,DELBGN
L R1,8&8
LA R1,0(R1)
ST R1,DELEND
BAL R11,DELETE
MEND
MACRO
ELABEL ROLCH &A,EB
&LABEL L R1,&A
LA R1,4(R1)
ST R14CHBEG
L R1,868
LA R144(R1)

ST R1,CHEND
CALL CHECKROL,(CHBEG,CHEND,ROLES)

MEND
MACRO
GLABEL  ROLSY &A,&B
&LABEL L R1,EA
LA R1,5(R1)
ST R1,CHREG
L R1,6R
LA R1,5(R1)
ST R1,CHEND |
CALL CHECKROL, (CHBEG,CHEND,ROLES)
MEND
SEMA TITLE ' SEMANTIC'

SEMANTIC CSECT
STM 14,12412(13)
BALR R10,0
USING *,R10

ST R13,SAVEAREA+4
LA R2, SAVEAREA
ST R2,8(R13)
LR R13,R2
8 SAVEAREA+72

SAVEAREA DS 18F

RO EQU O

R1 EQU 1

R2 EQU 2

R3 EQU 3

R& EQOU &

RS FQy 5

R6 EQU 6

RY EOU 7

RS EQU 8

R9 EOU 9

R10 EQU 10

R11 EOU 11



R12
R13
R14
R15

SE

SE2

NOREF

SE3

SE31

SE4

EQu

- EQU

EQU
EOU
PRINT
LM
L
STM
SR
MVC
c
BNL
LA
LA
B
ST
MV
ZaP
L

S
ST
BAL
L
cLI
BE
cLI
BE
BAL
8
MVC
MVC

MvVC
LA
ST
LA

BH
ST
MVI
CALL
CLI
BE

ST
ST
MVC
MVC
L
LA
ST
MvC

12

13

14

15

NOGEN
R7,R8,0(R1)
R8,0(R8)
R7,R8,TABRLE
R64R6
6(24R73,-%L2'0"
R6 4 ULTIMA
SE1
R74+8(R7)
R641{R6)

SE
R7,TABPEROD
END, X'00?
JULIO,=P1O"
R1,TABLE
R1,=F18°"
R1,ESENTC
R11,PERIOD
R1,ESENTC
12{R1),C'#?
SE3
ROLES,C*%. ¢
NORFF
Ri1,PERIOD
SE?
POUND2,=F'0!
ETITLE, ESENTC
SE4
ETITLE,ESENTC
R1,20(R1)
R1,CHBEG
R1,1600(R1)
R1, TABPERQD
SE3]
R1,CHEND
ROLES,Ct#
CHECKROL4 (CHBEG,CHEND, ROLES)
ROLES,X'00?
NOREF
R1,CHBEG
Rl,=Ft4
R1,POUND2
R1,ESENTC
Ay TABLE
ByETITLE
R1,ESENTC
R1,48(R1}
R1,C
D,TABPEROD
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CHECK

CHE1

CHE?2

CHE3

CHE4

DELE

CH1

BAL
MVT

MVI

MVI
MVT
MVI
MVI
™
BO
MV1
MVI
MVI
ZAP
AP
MVC
MVC
MVvC
MVC
MV1
Mve
MVI
BAL
MVI
ROLCH
MvC
MvC
MvC
CLl
BNE
LA
BAL
MV I
BAL

MVI
ROLCH
cLI
BNE
LA
BAL
MVI
BAL

MVI
DELT
MVTY
MVI
MVI
MVT

MvC

R11,RELEVANT
YYYZ,X00"
YYONLY , X100
BSE14X' 00"
BSE2,X'00!
BSE3,X'00"
BSENTC, X'00*
END,X'01"
FLAREM
XyX100"
EL,yX'00"
PACGRE, X' 00"
Kly=PtO®
JULIO,=Pt]*
BSE3,BSE2
BSE2,BSE1
BSE1,BSENTC
PRYYONLY,YYCONLY
YYONLY X100
PRYYYZ,YYYZ
YYYZ,X100"
R11,PERIOD
ROLES,C'1?
BSENTC, ESENTC
YYYES,ROLES
YYONLY , ROLES
YYYZ,ROLES
ROLES,C*I?
CHE2

R15,X1Y1
R14,NEGTEST
ROLES,C* 1t
R12, SCAN

CHE1
ROLES,C'A*
RSENTC, ESENTC
ROLES,C'A"
CH1

R15,CHE4
R14,NEGTEST
ROLES,C'A"
R12,SCAN
CHE3

XsX101"

X1Y1

BSENTC, ESENTC
R1,BSENTC
T(R1),X'01"
PRVSEN,X'01 ¢
YYYZ X1 00"
YYONLY,X'00*
CHECK
ROLES(2),=CP="

8l



CHES

CHE®6
X1y1l

CH2

NEGTEST

SCAN

XY2
&

LP1

LP2

ROLCH

CLI

BNE
MV1
ROLCH
MvC
CLI
BME
LA
BAL
MVI
BAL
B
MVC
ZAP
MvC
MVT
ROLCH
CLI
BE
AP
cp
BNL
L
LA
ST |
B

L
SH
CLI
BCR
SH
CLI
BCR
BR
L
LA
ST
RNLCH
RR
MV T
CALL
MvC
LA
LA
LA
CLY
BCR
cL1t
BCR
CLI
BE
LA

BSENTC,ESENTC
ROLES,X*00°
DELE
ROLES,C'K?
BSENTC, ESENTC
YYYES,ROLES
ROLES,C'K?
X1yl

R15, CHE®6
R144NEGTEST
ROLES,C'K?
R12,SCAN
CHES
YYYZROLES
IND1y=P*O?
TEMP1,BSENTC
ROLES,C*'B?
TEMPL1,ESENTC
ROLES,X'00?
X1Y1l
INDl,=P'1?
IND1,=P"3?
DELE
R1,CHREG
R1,44(R1)
R1,TEMP1

CH2

R1,CHBEG
Rl,=H'7?
O(R1),C*Z?
84R14
R1l,=H'8"!
O(R1},C*2?
8+R14

R15

R1,CHBEG
R144(R1)
R1,CHBEG
CHBEG,ESENTC
R12

PACORE, X'0O1?

CHCOMA, (BSENTC , ESENTC , COMAS )

BPHRAS, BSENTC
R1,COMAS
R3,PROCED]
R4, GNOD1
0(R1),X'00"
8,R3
O(R1),X'01"
B+R4
O(R1),X*03"
3

R1,4(R1)
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3

74
5
PROCEDI

G00D1

76

X1yl
XYl

aNE
MvC
MvC

mMvC
LR

MVC
LR
MVI
DELT
LR

MVI
MVC

MV T
MVC
ST
cLY
BNE
CLT
BNE
MV T
ROLCH
cLI
BE

CLI
BE
cLY
BE
CLI
BE
cL1
BE
MVI

MVI
ROLCH
MvC
cLI
BE
MvC
MVI
ROLCH
CLI
BNE

LP1
R1,=A{COMAS)
14
TEMP1,BSENTC
TEMP2,0(R1)
z5
TEMP2,0(R1)
R2,R1
R2,=F'4"
TEMP1,0(R2)
R5,R1
KILLyX' 01"
TEMP1, TEMP2
RI,4R5

LP2
EOSEN,X'01°
EPHRAS, ESENTC
6

EOSEN, X100
EPHRAS, O(R1)
R1,TABCOM
YYYES,X 100"
XY&4

Xe X100

XY44
ROLES,C'B!
BPHRAS, EPHRAS
ROLES,C'R*
DELE
R1,BSENTC
4{R1),CvE"
17
4(R1),C'L"
27
12(R1),C'E"
27
12(R1),CrL"
27

G

EL,X'01"

XY 44
ROLES,C'G?
BSENTC,ESENTC
YYYES,ROLES
ROLES,C'G?
XY 44
TEMP2,BSENTC
ROLES,C* ("
TEMP2,ESENTC
ROLES,C*(
FONY
R3,CHBEG
R3,=F14"
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SIGUE

ST

(]
o

REMPAR

REMP

COREPA
COR

FONY

XY4

ST

“LA

AP

ST
MvC
ROLECH
CLI
BE
cLi
BE

AP

LA

SP
cP
BE

LA

SY
MvC
MVI
DELY

LA

BNL
ST

MVC
MVI
ROLCH
CLI
BNE

MvC
ST

™
BZ
MVI
ROLCH
CLi
BNE
MVY
B
cp
BE
MVC

R3,TEMP1
R3,8(R3)
Kl,=pi1?
R3,BPAREN
ROLES(2)y=C* ()"
BPAREN, ESENTC
ROLES,X'00¢
FONY
ROLES,C' )¢
S1G1
Kly=Pt1?"
R3,CHBEG
R344(R3)
SIGUE
Kly=pPt1?
Kl,=P*O?
REMPAR
R3,CHBEG
R344(R3)
SIGUE
R1,CHBEG
R].y:F‘lt'
R1,EPAREN
BPAREN, TEMPY
KILLX'O1¢
BPAREN,ETAREN
2, EPAREN
R348(R3)
R3,ESENTC
FONY
R3,TEMP2
XYl
TEMP2,BPAREN
ROLES,C',?
TEMP3,EPAREN
ROLES,C?',"
REMP
R1,CHBEG
0(2,%1),=X"'010"
Rl,=F'4?
R1,TEMP3
CGR
PACORE, X'01"
XY2
ROLES,C'E?
BSENTC, EPHRAS
ROLES,C'E?
XY &
EL4X'01"
XY&4
JULIQ,=P'1 "
1FYYL
Ay BSENTC
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XY&4

EUSKAL

- EUSKAL1

LLPP11

YESCOMA

NEXTXY

EUSKAL2

RESTORE
RES1

MVC B,yESENTC 88

. MvC C,BSE1L

L. R1,BSENTC
S R1,=F'8"
ST R1,D

BAL R11,RELEVANT
MVI ROLES,C*G?

ROLCH C,D :
CLI ROLES,C'G"
RNE XY&4 :
™ PRVSEN, X*O1"*
BO DELE

ce JuLIO,=P"1"?
BE IFYY1

MVI ROLES,C*C!
ROLCH BSENTC,EPHRAS
cuy ROLES,C*'C?
BMNE IFYY1

™ PRVSEN, X*'01"
BZ IFYY1
cLil YYYES,X*0O!
BE DELE

A R& 43
LA R12,BSE1
LA R5,BSENTC
MVC RSTR1,0(R12)
L R140(RS5)
S R1,=F'8"

ST R1,RSTR2
BAL R11,RESTORE
CALL CHCOMA, (RSTR1,RSTR2,COMAS2)

LA R1,COMAS?2
cLI 0(R1),X'00"
BE NEXT XY

CLI 0(R1),X'01"
RE YESCOMA

LA R1,4(R1)

B LLPP11

MVC RSTR2,0(R1)
MV1 ROLES,C*C?
ROLCH RSTR1,PSTR2
cLI ROLES,C*'C?

BE EUSKAL?2

B XYo

LA R12,4(R12)
LA R54+4(R5)

BCT  R&,EUSKALL
DELT BSE34ESENTC
MVI  PRVSEN,X'01?
B, CHECK

L R1,RSTR1

MVI  6(R1),X'FO!
c R1,RSTR2.



AVERX

AVEREL

IFYY1

NEXCOM

PROCED?2
GO0D2

266

BCR

LA

CrL1l
BNE
cLl
BNE
DELTY
CcLt
BNE

CLI
RE

cLY
BNE
CLI
BE
cLY
BE
MV1
ROLCH
cL:®
BNE

BE
ST
DELT
MVI
™
BO

LA
ST

LA
LA
LA

MVY
MVC

MVT
MVC
ST

cL1
BE
cLI
BE
CLI

11,R11
R1,8(R1)
RES1
ROLES,C*'C?
DELE
PRYYYZ,X'CO?
DELE
BSE1,BSENTC
DELE
ROLES,CCe
DELE
PRYYONLY,X®*0O?
DELE

XY9
YYYES,X'00"
XY9

XeX*0O1?
AVERX
EL,X'01"
AVEREL
ROLES,C'H"
BSENTC, EPHRAS
ROLES,CtH?
NEXCCOM
R1,CHBEG
Rly=F14"
R14BSENTC
DELE
R14TEMP1
TEMP1,EPHRAS
SKIP,X*'00°"
EQSEN, X'01"
XYS
R1,EPHRAS
R1,8(R1)
R1,BPHRAS
R1,TABCOM
R1,44(R1)

R3, PROCED2
R4, G0O0D2

LP1

EOQOSEN, X*01*
EPHRAS, ESENTC
766

EOSEN, X*00?
EPHRAS,0(R1)
R1,TABCOM
R1,RPHRAS
4{R1),C'E?
1666
12(R1},CrE?
1666
4(R1),CT'L"



1666

77

788

XYg
XYo99

XY100
FLAREM

PERIOD

PEO

PE1

BE

- CL1I

BNE
L
BAL
MVI
ROLCH
CL!
BNE
L
BAL
MVI
ROLCH
CLI
BNE
L

S
BAL
B
MyvC
MVC
ROLSY
CL1I
8E
L
cLI
BMNE
LA
ST
B
MVI
B

L

7666
12(R1),C'L!
77
R1,BPHRAS
R11,FIXPC
ROLES,C'B?
BPHRAS, EPHRAS
RCLES,C'E?
788

R1,BPHRAS
R11,FIXPC
ROLES,C'H"
BPHRAS, EPHRAS
ROLES,C*H?*
NEXCGM
R1,CHBEG

Rl ,=F141
R11,4F1XPC

NE XCOM
TEMP,BSENTC
ROLES(3),=C'VuWX!
TEMP,ESENTC
ROLES, X*'00?
DELE

R1,CHBEG
1(rR1),C*D?
XY100
R1,3(R1)
Rl 4, TEMP

XY99

PRVSEN, X'0O0?
CHECK
R134SAVEAREA+4L

RETURN (14,12)

STM
L
LA
ST
LA
ST
L
LA
ST
MvVC
CALL
L
CL1l
BNE
LA
c
BE
B

S

RO,R15, §AVE
KiyESENTC
R1,8(R1)
R1,RSENTC
R1,4(R1)
R1,CHBEG

R1, TABPEROD
R1,4(R1)
R1,CHEND
ROLES(2),=C*. 3
CHECKROL, (CHREG, CHEND, RGLES)
R1,CHREG
8(R1),Ct,?

PE1

R148(R1)
R1,CHEND

PE3

PEO

R1,=F141¢
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PE4

PE3

PES
DELETE

DELOOP

DELO
DEL1

RELEVANT

ARROW1

ARROW11
AR?2

AR 4

ARS
AR3

AR1

ST

-CLC

BNE
MVI

ST

LM
BR
ST

BH
cLI
BE
Mve
MVI
LA

MVI
BR
STM

BNL
CLI
BE

cLC
BNE

BNL
cLcC
BNE

SR
1C
BCTR
STC
cLc
BNE
cLC
BNE
MVI
MV
MVI
MVI
LA

LA

R1,ESENTC
CHBEG,CHEND
PES
END4X'01"
PES
Rl,=Ft4"
R14ESENTC
PE4

RO.R15, SAVE
R11

R1,4SAVE
R1,DELBGN
R1,DELEND
DEL1
KILLX*O0OF
DELC
4(24R1Y,=C*DD?
6(R1),C*D?
R148(R1)
DELOOP
R1,SAVE
KILL,X* 00!
R11
RO,R15,SAVE
R64 A

R6,48B

QuTTYT
5(R6),C*S?
ARROVW11
4{24R6},=XL2'0"
AR1

rR8,C

R8,D

AR
0(1,R8),0(RE)
AR3
R11,0(R6)
R12,0(R8)
R1,4R1
R1,0(R6)
R1,0
R1,AR4+ 1
0{0,4R11},0(R12)
AR3

A, TABLE

ARS .
5(R6Y,C1S?
5(R8},C*'S?
4(R6Y,C'G"
4(R8Y,C*'G*
R8,8(R8)
AR2
R&6,8(R6)
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ouTTT

FIXPC

FIX1
FIX2

TABLE
ULTIMA
TABPEROD
CHBEG
CHEND
ROLES
PAUNG2
ETITLE
SAVE
LY

‘B
c
D
END
YYYES
PRVSEN
PACORE
ESENTC
BSENTC
BSEl
BSE2
BSE3
DELBGN
DELEND
COMAS
COMAS2
TEMP.
TEMP1
TEMP2
TEMP3
BPHRAS
EPHRAS
EDSEN

LM

BR
STM

BNE
MVI

ST

ST

ST
DELY
™
LM
B3I
BR
DC
DS
DS
0Ss
DS
DS
DC
DS
DS
DS
DS
Ds
DS
DS
DS
DS
DS
NS
DS
DS
DS
DS
DS
DS
DS
ns
S
DS
DS
DS
DS .
DS
DS
DS

ARROW1
RO,R15,4SAVE
R11

RO,R15, SAVE
R1,BPHRAS
FIX1
SKIP,X'01"
Rl 4=F"8"
R1,TEMP]
FIX2
R1,TEMPL
R1,EPHRAS
Rl,=F'8¢"
R1,TEMP?2
TEMP1,TEMP2
SKIP,X%01"
R0O4R15, SAVE
NEXC OM

R11

C' CONSTANTS®

MMM TN HWTTAM NN

> x
~re
e

XL1

>
-
[

X T MMM MNMMe~TTTTTMTMNM
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IND1
K1l
BPAREN
EPAREN
RSTR1
RSTR2
TABCOM
JuLio
SKIP
YYYZ
PRYYYZ
PRYYOINLY
YY3NLY
KILL
EL

X

DS

‘DS

DS
0s
DS
DS
DS
DS
DS
DS
DS
DS
DS
DC
DS
DS
END
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WORDCTRL

SAVEAREA
RO
R1
R2
R3
R4
R5
R6
R7
R8
R9
R10
R11
R12
R13
R14
R1%

TBL

K1

READ?2

TRT

LOOP2

CSECTY
STM
BALR
USING
ST
LA
ST
LR
B
DS
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
EQU
LM
L
ST
EQU
EQU
MVI
L
NOPEN
ZAP
ZAP
GET
LA
LR
TRY
LR
SR
ST
STC
CLI
BE
LA
LA
LR
AP
5]
MVC
MvVC

14,12,12(13)
R10,0

*4R10

R13,SAVEAREA+4
R2 43 SAVEAREA
R248(R13)
R13¢R2
SAVEAREA+72
18F

VO~NOPPIAPWNEO

15

R7sR840(R1)
R84y0(RB}
R8,ULTIMA

7

9

KQy,X'1'00?
Kly=Ft-11"
(STPLIST,(INPUT))
RIC,=Pt0O?

1AY y=PC 1"
STPLIST

R4, TABLILLA
R3,R1
D{604R3},BLKSTR
R2,R1

R1,R3

- R3,0{R%4)

R1,0(R4%4)
0(R2),Ct**

LOOP?2

R4 4 4(R4)

R241(R2)

R2,R2

IAl,=P*]"

TRT
WORCODG(1Y,1(R2)
WORCOD+1(1),3(R2)
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LOOP18

REPITE

LOOK

cCamp
MATCH

MAT1
MAT2
REST
LNLOW

PASA

PASAL

TR

-T™

BO
ZAP
LA

BH
ST
LR
StL
LH
StL
LA
CLI
BE

CLI
BL

Sk
cLC
IC

BH
1C

3C IR

BE
BH
BL
cLC
EX
BE
BH
ce
BE

ce

. BE

EX
BH

EX
BL

AP
cpe
BNE
ST
MVC
CP
BE
LA
LR

WORCOD(2),TRTBL
KO, X*'01?
REPITE
LEON,=P*1!?
Kl,1(K1)
K1,ULTIMA
HALT2

Kl,K11

R6 4 K1

R&64+3

R84y 6{R6,TBL)
R8,3
R5,0(TBL,R8)
5(R5)4X'00"
REPITE
S5{R5),X'80"
LOOP16
R1,R1
TABLILLA(1),0(R5)
R1:0(R5)

L 00K
R1,TABLYLLA
R1,0
R11,0(RS}?
R12,TABLILLA
MATCH

RESY

LNLOW
0(0,R111,0(R12)
R1,COMP
PASA

MAT?2
RIC,=P'0O?
LOOP16
FOLLON
RIC,=P'0O?"
LEESTO
FOLLON
R1,COMP
MAT?2

MAT1
R1,COMP

MAT]

MAT?2
RIC,=Pt]?
RIC,=P' 1"
PASAl

K1, KK1
CTR,"F'O'
IAT,=P?]?
EMPTY |
R12,TABLILLA
R11,4R5
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FLECHA
FLECHC

FLECHB

FLEL

PASA3

PASA2

PASA4

PASAS

ARROW

AR1

PASAb

EMPTY

7AP
ZAP
AP
LA
Ap
AP
LA
CLI
BE
CLI
BNE
L
CLY
BE
B
cL1l
BE
cL?
BE
cLt
BE
CLC
BE
cp
3E
B

L

L
1C
BCTR
STC
ceC
BE
cp
BE

cp
BNE
LR
LA
CLI
BE
CLI
BH
MVI
cLY
BE
MVI
sp
cp
BNE
CL1Y
BE

BRUJA,=P'(O?
BRUJD,=P1O?
LEON,=P1?
R12,4(R12}
BRUJD, =D} "
BRUJA,=P11?
R11,8(R11)}
5(R11) X007
PASA3
5(R11),C', ¢
FLEL
R14,0(R12)
0(R14),Ct,*
PASAS
LOOP1I6
5(R11),C*',"
LOOP16
5{R11),C*3
LGoQ0Ple
5(R11),C?3?
LOOP16
0({1,R12}40(R11)
DASA2
BRUJO, =P 4
LO0OP16
FLECHB
R14,0(R12)}
R15,0(R1I1Y
R1,0(R12)
R1,0
R14,PASA4+]
0{0,R14),0(R15)
PASAS
BRUJD, =P 4
LOOP1e6
FLECHB
LEON,TAI
FLECHA
R12,4R5
R12,8(R12}
WORCOD, X100
AR1
4{R12),X'CO?
AR1
4{R12}),C*J?
WORCOD+1,X*'00?
PASAG
5{R12),C*'J?
BRUJA, =P 17
BRUJA, =P O
ARRQOW
WORCQOD,X*00"
PASAQ
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PASASB

PASAQ

PASA1O
CLEARKO

LEESTO

FOLLON

USECOUNT

CL1

L=
“

CcLY

BNE
MVI
LA

ST

cLy
BE

CLY
BNE
MVCe
MVI

MV T
3]
ST
SR
TRTY
BC

LA
BL

LA
MR

UJCUCDUJCOI;O

CH
BMH
MVI

CH
BNH
MV1

CH
BNH
MVI
CH
BNH
MVI

CH
BNH
MVT
CH

4(R5),C'J?
PASAS
4(R5)4X'00°
PASA9
4{R5) 4 X'FF!
RO,41
RO,CTR
RO, CTR
WORCND+1,X'00?
CLEARKD
5(R5),X'00"
CLEARKO

5(14R5),WORCOD+1

KQy X'00°?
LOOP16

KO, X'01!

READ2

K1,K12

R2,4R2 »
WORCOD(1),ABIK
8, ASIS

-RO,CTR

R15,500
R15,ULTIMA
USECOUNT
R15,1000
R14,R0
R14,ULTIMA
R0O4R15
USECOUNT(R2})
A

B

I

K

ROy =H*T?
ASIS
WORCOD,C'R?
ASIS
ROgy=H'T?"
ASTIS
WORCOD,C'E?
ASIS
ROy,=H14 !
ASTS
WORCOD,C'KY
RO,=H'8?
ASIS
WORCOD,C'G?
ASIS
ROy=H'4?
ASIS
WORCOD,C'G?
ROy=H'8?
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ASIS

ASTISLOOP

FOLLOZ2

HALT2

EOQJ

K1
WORCOD
LEON

- IAI
RIC
BRUJA
BRUJO
K0
ULTIMA
K11
TABLILLA
TRTBL

BLKSTR

ABIK

BNH ASIS

MVI WORCOD, X*00?
L. K1,KK1

BCTR K1,0

LA K1,1(K1)

c Kl,K12

BNL FOLLO2

LR R64 K1

StL R643

LH R8,6(RA,TBL)
StL R843

LA R5,0(TBL,R8)

cLY 4(R5),X'FF?
BNE ASISLOOP
MVC 4(1,4R5) 4WORCOD

B ASISLOOP
MV1 KO, X*00?
L K1, KK1
BCTR K1,0

B READ2

cpP RIC,=P?0?

BNE FOLLON

CLCSz (STPLIST)

L R13,SAVEAREA+4
RETURN (14,12)

bC C*CONSTANTS®

DS F

DS 10

DS PL2

DS PL?2

DS PL2

DS pL2

DS PL1

DS XLl

DS F

DS F

DS 15F

DC 256AL1(*-TRTBL)
ORG TRTBL+C?
DC Xv00?

ORG

De 256X'00"
0ORG BLKSTR+C?
DC ce ¢

NRG BLKSTR+Cx?
DC Crxv

ORG

nC 256X'00?
DORG ABTK+CE A?
DC Xt0408%
ORG ABIK+C' 1?
DC X¥gC* '

ORG ABTK+C'K?
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K12
CTR
STPLIST

DC
ORG

DS

DS
nece
END

Xv1o?

F
c

DDNAME=STPLIST,MACRF=(GL), DSORG=PS,
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